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1. INTRODUCTION 
Articulatory synthesis research has long been 

dominated by frequency domain and concatenate sample-
based speech synthesis techniques. While successful in 
some domains (e.g., voice-based databases), these 
techniques still cannot produce natural looking and 
sounding speech from text for an arbitrary speaker. Natural 
looking and sounding speech technology is one of the 
next major milestones in voice-based interaction for natural 
user interfaces. Through a team of interdisciplinary 
international researchers, we have been steadily working 
towards creating the necessary platform to overcome basic 
problems in synthetic speech production. Our approach is 
three fold: 1. Create a Functional Reference for Anatomical 
Knowledge (FRANK) template model for use in studying 
articulatory synthesis, 2. Develop new methods for voice 
synthesis that couple to the platform, and 3. Use the 
biomechanically driven articulatory synthesizer to explore 
and develop theories of speech production. Our team draws 
from electrical, computer and mechanical engineering, 
linguistics, computer science, dentistry, radiology and 
surgery to assemble the needed components for advancing 
the state of the art.  

2. The FRANK Model 
We have created a modular biomechanical model of 

the head and neck referred to as a Functional Reference 
ANatomical Knowledge (FRANK) template [3]. It consists 
of multiple components governed by a hybrid physical 
simulation technique that combines multibody physics with 
3D finite element analysis. Figure 1 shows an illustration of 
some of the components of FRANK. Components for 
FRANK have evolved as we have completed different 
experiments on speech [2][3][4][6][9][10][11][12][19][20] 
[21][14], swallowing [15] and mastication [13] By 
combining the models from these studies and tailoring them 
to fit well together, we generate a generic 3D biomechanical 
model of the muscles and bones of the human head and neck 
suitable for modeling the biomechanics of speech.  

FRANK is built using a biomechanical modeling toolkit 
called ArtiSynth [6][18] that has been specifically designed 
to support modeling of human anatomy and biomechanics. 
ArtiSynth is an open-sourcea platform that allows for mixed 

                                                
a ArtiSynth is available for research use at 
http://www.artisynth.org. 

multibody and FEM simulation, supporting both contact and 
constraints.  This enables efficient simulation of a large 
number of connected dynamic hard and soft tissues such as 
those involved in the upper airway.  

When used in an inverse simulation setting, kinematic data 
can drive FRANK, as the model attempts to estimate the 
muscle activations needed to control actions when speaking. 
The template model uses a combination of FEM, rigid body, 
and spring-like components, allowing its functional 
resolution to be tailored to the needs of specific applications 
by trading off between speed, complexity and accuracy.  By 
making FRANK modular, FEM elements can be introduced 
where high fidelity is required, while simpler, reduced 
degree-of-freedom models can be used where low-fidelity 
approaches provide sufficient scaffolding or accuracy, such 
as with line based muscles or rigid body bone models. 

3. Acoustic Simulation 
FRANK supports modeling of the 3D biomechanics of 

the upper airway. To be consistent with our approach to 
modular methods for simulation, we are developing multiple 
synthesis modules to combine with FRANK. Currently, we 
support 1D source filter models [17] with calculations of the 
acoustic transfer function of the vocal tract using JASS [23]. 
For the glottis, we are comparing the classic two mass 
model [16] with higher degree of freedom models of the 
vocal folds [22][5]. We are also investigating a 2D finite 
difference approach [24] based on [1]. Thus far, our 
comparison illustrates how mapping the 3d structure of the 

Figure 1: Overview of FRANK: oblique view showing 
external structures and midsagittal view showing some 
of the FEM soft tissues. FRANK includes an airway 
surface mesh connecting to the tissue models to provide 
an air-tight tube suitable for acoustic simulation. 



vocal tract to lower dimensional representations for acoustic 
simulation results in poor estimates of frequency response. 
However, low dimensional representations of frequency 
response can be tuned to give good performance; though, 
the connection to physical geometry is compromised. 

4. Speech Research Using FRANK 
 Model simulation using ArtiSynth coupled with speech 
production data show that the body offers only a small 
inventory of reliable, biomechanically robust actions for 
speech sounds, and that these postures have special 
biomechanical properties, whether viewed at the lips, the 
tongue, the larynx, the oropharyngeal isthmus, or the 
velopharyngeal port [2][9][10][12][20]. These findings align 
with research in neurophysiology and computation of motor 
control in which movement is built upon inventories of 
semi-closed neuromuscular structures, or “modules”. We 
have developed a modular theory for speech (e.g., [8][7]) 
whereby these modules emerge through use as part of a 
learner’s strategy to optimize the biomechanics of speech 
production, building on phylogenetically encoded motor 
structures [19]. This model provides robust and highly 
predictive results with no brain, no experience, and no 
anatomically pre-defined body parts/articulators (e.g., 
“lips”, “jaw”, etc.). The result is a theory of embodied 
phonetics built on an inventory of emergent, highly 
specialized and reliable functionally defined body structures 
that are harnessed for communication, each of which is used 
to serve a specific phonetic function (e.g., lip rounding, 
vocal fold approximation). 

5. DISCUSSION AND CONCLUSIONS 
 Our large interdisciplinary team continues to create a 
platform for speech research using a 3D biomechanical 
articulatory speech synthesizer. By including team members 
with expertise in all areas related to speech we can improve 
each aspect and corroborate results using assumptions made 
to help capture the complexity of speech production. To 
date, our FRANK model incorporates over seven years of 
different modeling efforts and improvements of physics 
simulation techniques. As the effort is open source, we 
invite researchers to participate in this effort to continually 
add modules and improvements to the platform. 
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