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ABSTRACT

The sound field in inhomogeneous atmospheric conditions above an impedance plane is computed using 
three different numerical procedures, to assess their advantages and disadvantages. Two implementations of 
the parabolic equation are considered, the Green’s function method and a Crank-Nicolson method; these are 
contrasted with a version o f the fast field program. As test cases, both upward and downward refracting 
conditions are considered, with and without turbulence. Calculations made using the Green’s function 
implementation are considerably faster, making it the method of choice when large numbers of calculations 
(as when many realizations o f turbulence are required) are necessary. However, considerable care is 
required in setting computational parameters and parallel calculations with one o f the other techniques for 
validation is advisable.

SOMMAIRE

Le champ sonore en présence d ’un plan d’impédance est calculé à partir de trois méthodes numériques dif­
férentes afin d ’évaluer leurs avantages et désavantages. On compare deux applications de l’équation 
parabolique; une méthode basée sur la fonction de Green et une méthode Crank-Nicolson. Ces deux méth­
odes sont aussi comparées avec une version du Fast Field Program. On traite les cas de la propagation en 
présence d’un gradient de célérité négatif et d’un gradient de célérité positif, en présence de turbulence et 
sans turbulence. La méthode basées sur la fonction de Green s’avère la plus rapide, ce qui lui donne une 
avantage lorsque le nombre de calcul est grand (en présence de turbulence, le calcul doit être effectué pour 
un nombre important de réalisation du champ turbulent). Cependant, un soin particulier doit être apporté au 
choix des paramètres de calcul et des calculs parallèles en utilisant une des autres méthodes sont souhaita­
bles pour valider les résultats.

*On a work term from the Danish Technical University

1. INTRODUCTION

With the ever-increasing speed o f  computers and the devel­
opment o f  more efficient numerical algorithms, it is becom­
ing possible to obtain quite realistic predictions o f  sound 
fields in the atmosphere.1’2 The important physical mecha­
nisms that control propagation, e.g., turbulence, refraction 
and terrain, can be examined directly and modelled more 
rigorously.3,4 Ultimately, the knowledge generated will 
find its  w ay in to  s tandards and reg u la to ry  p red ic tion

schemes. Three current approaches for the numerical com­
putation o f  a tm ospheric sound propagation will be dis­
cussed and contrasted in this paper.

Many physical factors influence sound propagation.5,6 The 
ground over which propagation occurs is rarely flat and 
interacts with the sound field through its ground imped­
ance. The atmosphere is neither homogeneous nor static. 
The average sound speed generally  varies w ith height 
above ground, giving rise to upward or downward refrac-
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Figure 1. Sketch showing upward refraction conditions. The 
sound speed decreases with height, causing sound rays to curve 
upwards. In the acoustic shadow, the sound field is dominated by 
scattering from atmospheric turbulence.

tion conditions. Local inhomogeneities of wind speed or 
temperature or humidity, i.e., turbulence, will scatter sound 
energy. A typical situation found on warm summer after­
noons is shown in Fig. 1. Because of solar heating, the air 
nearer the ground is warmer and the sound speed is greater 
there than higher up. Sound rays will tend to curve up, 
forming an acoustic shadow. Within the shadow, measured 
sound pressure levels are much higher7 than would be pre­
dicted on the basis o f  sim ple theory. It is generally 
accepted that scattering of sound by turbulence is the domi­
nant source of acoustic energy within such a shadow.

A useful survey of models currently being used for sound 
field computation may be found in the Benchmark paper4: 
ray-based methods, parabolic equation techniques and “fast 
field program” implementations are discussed. The latter 
two classes of methods are particularly useful, giving com­
parable accuracy and handling a wide range of sound speed 
profiles. Of these two classes, only those based on a solu­
tion of the parabolic equation have been proven able to han­
dle turbulence in a realistic fashion. Two implementations 
of the parabolic equation, one based on a Crank-Nicolson 
finite-difference scheme8 and the other, the “Green’s func­
tion” parabolic equation, on a split-step Fourier implemen­
ta tion  that exp lic itly  trea ts  the ground im pedance 
condition,9,10 are discussed in this paper. These typify the 
two main approaches to solution of the parabolic equation. 
The fast field program, although not able to treat turbulence
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directly, is a robust and accurate procedure ■ and pro­
vides a useful verification o f  the parabolic equation 
approaches.

Gilbert and Di have found that the Crank-Nicolson and 
Green’s function approaches give comparable results for 
the no-turbulence case9 and qualitatively similar results 
with turbulence.10 This comparison will be explored fur­
ther here.

Other implementations of the parabolic equation have been 
d iscussed , particu la rly  in the underw ater acoustics 
forum.13,14 Many of these approaches, however, have been 
tailored for the underwater environment, where the bottom 
is treated differently than an impedance condition and tur­
bulence is not generally important. A recent development, 
the split-step Padé approximation15 could prove to be quite 
useful in atmospheric acoustics and an initial implementa­
tion by Juvé et al? is promising.

2. THEORY

The relevant theory does appear elsewhere and so will only 
be covered briefly here.

Consider a point acoustical source located a height zs 
above an impedance plane. For a harmonic time depen­
dence exp(~i(ùt), the complex sound pressure p  is given 
by the wave equation

[V2 + k2]p(x ,y ,z)  = - 4 n 8 ( x , y , z - z s) (1)

where k = co/c is the wavenumber. Because o f turbu­
lence in the atmosphere and the formation of refractive pro­
files, the sound speed varies with spatial position and, 
hence, so does the wavenumber. We restrict our attention 
to a vertical plane containing source and receiver, so only 
the horizontal range r and height z above the ground need 
be considered. It is convenient, then, to separate the wave­
number into two components,1 a deterministic component 
kd{z) due to the static refractive profile, and a stochastic 
component kQ\i{r, z ) , through

k(r, z) = kd(z) + k0\i(r, z) , (2)

where k0 is a reference value. The impedance boundary 
condition for a specific surface impedance Z, is

with [3 = pc / Z  being the complex surface admittance.

Expressing Eq. (1) in cylindrical coordinates and assuming 
symmetry about the vertical axis passing through the 
source, we obtain

2 2 
d p  \dp d p  2  2 S , . .,s
~ 2 + ---- + —2 + * /?  = - - 8 ( r ) 8 ( z - z  ) , (4)

dr rdr 8z r

where r is the horizontal distance from source. This is the 
point of departure for the fast field program (FFP) and the 
parabolic equation (PE) approaches.



2.1. Fast Field Program

In the fast field program (FFP), the atmosphere is treated as 
horizontal layers and turbulence is explicitly omitted, so 
(j, = 0 in Eq. (2). The range dependence is removed from 
Eq. (4) by applying the Hankel transform to give

2 
d P

+[k2( z ) - K 2]P = —25 ( z - z . )
d z

where the transform P is

(5)

P (K ,z)  = j^ p ( r , z ) J 0(Kr)rdr. (6)

Equation (5) presents a one-dimensional problem. Solu­
tions are relatively straightforward4,16,17 although details of 
implementation (e.g., whether sound speed is assumed con­
stant or linearly-varying within each layer) lead to different 
versions o f  the fast field program. Given a solution 
P(K, z ) for each horizontal wavenumber K, the range 
dependence o f the sound field is obtained by applying the 
inverse Hankel transform,

P(r, z) ^ P ( K , z )J0(Kr)KdK. (7)

The integral can be replaced by a finite sum of N terms 
(discretizing both range r and wavenumber K) more suit­
able for computation, making use of the asymptotic form 
for the Bessel function,16

N -  1

p (r m) = 2 e ‘*/4 ^  A K Z  P(Kn) j K nei2™ n/N, (8)

at each height z. This form is able to take advantage of fast 
Fourier transform techniques.

the two factors correspond to outgoing and incoming 
waves. (Strictly, this factorization is an approximation and 
holds exactly only when the operator Q is range-indepen­
dent.) In many cases backscattering can be ignored so only 
the outgoing wave is retained, i.e.,

( i i )

For the Crank-Nicolson approach, this one-way equation is 
numerically solved using a finite difference approach. In 
our implementation,8 the operator J q  is approximated 
using Claerbout’s rational Padé expansion

jQ = k0Jl +q~k0-̂
1 + 3 ^ /4  

+ q/A  ’
( 12)

where for a reference wavenumber k0 and an index of 
refraction n = k / k Q,

( 2 n x  1 9q = (n -  1) + —j — j-
K

(13)

From Eq. (2), the index of refraction contains deterministic 
and stochastic components according to

n{r,z)  = nd(r ,z )  + yi(r,z). (14)

Assuming weak turbulence, « 1, the operator q can be 
19written as

q = Vd +  2 ̂ nd ’ (15)

where

2 , 1  o , 

« d =  nd + - 1 - 1 T - 1’
k„ oz

(16)

2.2. Crank-Nicolson PE

To ob tain  the  p arabo lic  eq u a tio n , the su b s titu tion  
U = p r W2 and the far-field assumption kr » 1 are made 
in Eq. (4), giving

2 2
d U d U  2r . „ 
— + k U — 0 .
dr dz

(9)

2 2 2
An operator Q = k + 8 / d z  is introduced and Eq. (9) is 
factored into

(10)

so a separation o f deterministic and stochastic components 
has been effected. The range dependence is treated through 
a finite difference approach and the vertical dependence, 
through a linear finite element approach20, leading to a 
matrix equation: With the U(r, zn) at heights zn being the 
elements of the vector V(r) ,  the resulting system of equa­
tions have the form

M’ V(r + Ar) = M V (r) , (17)

where the matrices M and M are tridiagonal. Given 
V(r) at one range step, the field V(r + Ar) at the next 
range step is obtained using a Gaussian decomposition pro­
cedure. The boundary condition, also discretized, is 
applied as a constraint on the lowest zn above the ground. 
The recalculation of the stochastic matrix at each range step
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increases computation time significantly over the simply 
deterministic case. It is not possible to use a split-step Fou­
rier technique (discussed next section) which would reduce 
computation time.

2.3. Green’s Function PE

A faster implementation of the parabolic equation is the 
Green’s function PE, developed by Gilbert and Di9,10 for 
atmospheric propagation. This work is based on the split- 
step  F ourier  tech n iq u e  d ev e lo p ed  for underw ater 
acoustics13 but directly incorporates the impedance bound­
ary condition. The approxim ations that go into this 
approach have been discussed by Havelock et al.21 Equa­
tion (11) is integrated formally to give

3. COMPARISON PROCEDURE

3.1. Test cases

The three techniques discussed above will be compared 
using four specific scenarios, upward and downward refrac­
tion conditions, with and without turbulence. All three 
techniques treat propagation for a single frequency compo­
nent; a sound frequency of 500 Hz was selected because of 
its importance in many noise propagation situations. Flat 
g r a s s l a n d ,  w i t h  a g r o u n d  i m p e d a n c e  o f  
Z / p c = (5.57, 6.1), was considered. The source is 1.5 m 
above the ground and the receiver is 2 m above the ground.

A logarithmic sound speed profile1

U(r + Ar, z) = e ®^rU{r,z') . (18)

In applying the split step  approximation, the operator Q is 
first written as

Q =  Q0 + 8 t  + 2k0kdv (19)

where Q0 =  k 2 + d 2/ d z 2 , dk2 = k j 2 — k 2 , kQ is a refer­
ence wavenumber and a term in p has been ignored. With 
these, it is found that Eq. (18) can be written

/® iSk2Ar/2kn /Æ Ar
U(r + A r , z ) * e  e e U(r, z ) . (20)

Now, terms involving deterministic and stochastic, range- 
dependent and range independent have been separated. The 
effects due to turbulence are entirely within the first phase 
screen term, with the change in acoustic phase across Ar 
being given by

$00 = k0 I HO-,z)dr . 
A r

(21)

CAZ) =

c0 + a \ n ( z / d ) ,  z > z Q 

c0 + a \n (z0/ d )  , z < z 0
(22)

is used, with values o f ca=340 m/s, d=0.006 m, and zo=0.05 
m. For downward refraction, a value o f  a=2 m/s is used 
and for upward refraction, a=-2 m/s. The two profiles are 
shown in Fig. 2.

320 330 340
Sound speed (m/s)

350 360

The effects due to the sound speed profile are contained 
within the second term of Eq. (20). Both these terms are 
simple multiplicative factors. The third term is evaluated 
further using a spectral decomposition approach, leading to 
a Fourier transform formulation that directly accounts for 
the ground impedance. FFT techniques may be used to per­
mit rapid evaluation of this term.

As with the Crank-Nicolson approach, a marching solution 
is implemented. However, the range step can be much 
larger with the Green’s function PE, leading directly to 
more rapid computation.

Figure 2. The sound speed profiles that will be used in the follow­
ing comparisons showing (a) an upwardly refracting profile and (b) 
a downwardly refracting profile.

Each realization o f  a turbulent structure p(r, z) in the 
atmosphere is generated using a Fourier approach.1 For 
turbulence wavenumbers Kr and k z corresponding to vari­
ations of p. in the r and z directions, respectively, we take

Z —iKrr  —iKrz
G(Kr, Kz)e e (23)
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The fi are specified on a grid of points in the r-z plane, as 
r = môr and  z = n 8 z , w h ere  m =0 , a n d  
«=0,1,...(AM). Correspondingly, the wavenumbers Kr and 
k 2 have spacings of 5icr = 2 n /M 8 r  and 8k z  = 2 n / N b z . 
The simulations used a grid spacing of 8r = 8z=0.05 m 
(this choice is discussed further in the next section).

Each set of the complex Fourier coefficients G ( k  ,k  ) cor­
responds to a different realization or “snapshot” of a turbu­
lent atmosphere. The phase angles of these coefficients are 
assigned randomly. The magnitudes, though, are assigned 
according to the spectral model being assumed. Consider 
the spatial correlation function defined as

C(s sz) = < |x{r, z) n (r  + sr, z  + s ) ) : (24)

where the triangular braces indicate spatial averaging over 
the displacement ( s , s')  . It can be shown that the magni­
tude o f  G (K r,Kz) is related to the Fourier transform of 
C(s , s ) according to1

,2 1 V 1 ' K r r  ‘

G(Kr>Kz) | = M/V" S/" Sz)e 6 (25)
r ,  z

Chernov suggested that the measured correlation function 
is given approximately by

2 -(sr2 + s.2) / I 2
C ( * „ 0  =  < | 1 >  '  ■  , (26)

where < [x ) is the mean square strength of the fluctuations 
and L is a measured spatial correlation length. Daigle23 
found that measured spectra were approximately o f this 
form. Substituting this function into Eq. (25) and evaluat­
ing the sums, we obtain to a very good approximation the 
Gaussian power spectrum

\G U  )12 -  ( jh ilL
1 f I MNbrhz

(27)

For the simulations, a correlation length of 1.1 m and a 
mean square fluctuation o f (p. ) = 2 x  10 , consistent 
with typical measurements, were assumed. Because of 
memory constraints in the code of the Crank-Nicolson PE 
approach, we were limited to M=N= 512. The final turbu­
lence structure (25.6 m a side) was then repeated through­
out the r-z  plane. For the G reen’s function PE, phase 
screens were computed using Eq. (21) over range steps of 
Ar =6.4 m.

3.2. Implementation issues

All three techniques require some care in their implementa­
tion.

We are using the CERL version11,12 of the fast field pro­
gram. Only the number and distribution of sound speed 
layers and the number of integration points were varied. 
Default values for other parameters (ATmax, extra loss) were 
used while the number of points per FFT was usually 2048.
It is important to have sufficient layering to represent the 
sound speed profile and sufficient number of sampling 
points to represent the integrand of Eq. (7). The position of 
the layers was calculated using a simple power law of the 
form z = 10 (with n=0,l,...) and convergence
was achieved for Ax-0.01.

The parabolic equation approaches require that the vertical 
grid size be small compared to a wavelength. A step of 
5z=0.05 m was used (generally, a step of 1/5 wavelength is 
acceptable). The Green’s function approach, using a total 
vertical height of 819.2 m, thus contained 16384 grid points 
and a FFT (and inverse FFT) of that size was required at 
each range step. The Crank-Nicolson approach used 12000 
grid points.

The horizontal range step, for the C rank-N icolson 
approach, must also be small; a step of 8r=0.05 m was 
used in these calculations to be consistent with the specifi­
cation o f the turbulence (ordinarily, a step of 1/5 wave­
length would be used). The Green’s function approach 
permits a much larger range step and, in the calculations to 
follow, a step of 6.4 m was used. In fact, using too small of 
a range step with this technique leads to numerical 
difficulties24 (due to an increased importance of evanescent 
contributions to the sound field) and the smaller range step 
m ust be com pensated by both a reduced 8z and an 
increased vertical range.

The two PE approaches require specification of the vertical 
sound pressure distribution at the first range step; the best 
starting field available in the current codes was used for 
each. The Green’s function PE approach used a Gaussian 
starting field9. The Crank-Nicolson implementation made 
use o f a “Back PE” technique19,25 to generate its starting 
field. The truncation o f  the vertical grid at the desired 
upper height leads to a false reflection of sound energy 
back toward the ground. To reduce this reflection and 
restore the radiation boundary condition, an artificial 
absorbing layer is introduced. In this layer, an imaginary 
part is added to the index of refraction function r 2 , increas­
ing gradually from a zero value at the start of the absorbing 
layer.9 The absorbing layer was introduced at a height of 
about 250 m above ground for both approaches.

For the Green’s function PE, the reference sound speed 
must be chosen carefully to get agreement with the other 
techniques. A value o f 330 m/s was used for the upward 
refraction case and a value of 352 m/s, for the downward 
refraction case.
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4. RESULTS

The calculated sound pressure level, for each case, will be 
presented as a function o f  horizontal range for a single 
receiver height o f  2 m. The curves are normalized by the 
free field levels that would be obtained in the absence o f 
ground, refractive profiles and turbulence, i.e., they are rel­
ative to free field.

4.1. Downward refraction, no turbulence

The relative sound pressure level as a function o f  range is 
shown in Figure 3, for the case o f  downward refraction with 
no turbulence. The three curves correspond to calculations 
using the Crank-Nicolson PE, the Green’s function PE and 
the fast field program. Very good agreement is obtained 
between the three methods. On average, the relative levels 
are about constant with range, indicating that the additional 
energy refracted toward the ground is tending to compen­
sate for attenuation by the ground. The various dips show 
the regions o f constructive and destructive interference typ­
ical o f downward refraction. The Green’s function PE pre­
diction is approximately 1 dB higher than the other two 
predictions, in part because o f  the choice o f  a Gaussian 
starter field19.

Considerable differences betw een methods are found in 
speed o f computation and ease o f  implementation. The 
times required to generate the curves o f  Fig. 3 on a 486- 
class computer using the Green’s function PE, the fast field 
program, and the Crank-Nicolson PE were approximately 2 
min., 5 min., and 20 min., respectively. It should be noted, 
though, that this com parison is appropriate only i f  the 
sound pressure level is required at just a single height. If  
the sound field is required over a two-dimensional region of

Figure 3. Downward refraction, no turbulence. The three curves 

are obtained using the Crank-Nicolson (CN-PE) and Green’s Func­

tion (GF-PE) implementations o f  the parabolic equation and the fast 

field program (FFP).

the r-z plane (not an unusual situation), then the fast field 
program (i.e., our implementation) must be rerun for each 
height desired. The tw o PE m ethods, by virtue o f  the 
marching technique o f  the algorithm s, actually generate 
solutions at all heights sim ultaneously  so no additional 
computation time is required. For example, if  the sound 
field was to be determined at 50 or more vertical positions 
over the same horizontal range as shown in Fig. 3, then the 
com puta tion  tim e using  the  fast fie ld  p rogram  would 
increase to something like 4 hours, considerably more than 
the Crank-Nicolson PE approach. It is noted, though, that 
there are SAFARI implementations29 o f  the fast field pro­
gram that are able to handle m ultiple receiver positions 
without an undue increase in computation time.

On the other, the G reen’s function PE required consider­
ably more care in implementation than the other techniques. 
Calculations were repeated using different values o f  the key 
parameters (e.g., k0.6 r , 5z and maximum z) to ensure that 
stable and convergent solutions had been obtained. The 
Crank-Nicolson PE approach tended to require the least 
“tuning” .

4.2. Downward refraction, with turbulence

In Fig. 4, the two parabolic equation approaches are com­
pared for the case o f  downward refraction with a superim­
posed tu rbu lence  struc tu re . The fast field program  is 
unable to handle atmospheric turbulence. It is important to 
note that the inclusion o f  turbulence does not significantly 
slow  dow n the ca lcu la tion  using  the G reen ’s function 
approach. However, calculations made using the Crank- 
Nicolson PE method require much more computation time 
when turbulence is included (more than 12 hours using a 
486-class computer were required to compute the curve in

Figure 4. Downward refraction, with turbulence present. Predic­

tions o f  the Crank-Nicolson (CN-PE) and Green’s function (GF- 

PE) versions o f  the parabolic equation are shown.



Fig. 4). This slowdown is a result of having to recalculate 
the stochastic matrix at each range step.

The effect of including turbulence, seen by comparing Figs. 
3 and 4, is evident but is relatively small in the downward 
refracting condition because this is “line-of-sight” propaga­
tion. The two methods o f calculation are in reasonable 
agreement in that they modify the corresponding curves of 
Fig. 3 in a similar fashion.

It should be noted the calculations shown here correspond 
to a single “snapshot” of turbulence in the atmosphere. For 
a comparison to real measurements, many such realizations 
of a turbulent atmosphere would have to be generated and 
energy-averaged to give the equivalent rms levels that 
would be obtained experimentally.

4.3. Upward refraction, no turbulence

The results for an upwardly-refracting sound speed profile, 
i.e., the profile in Fig. 2(a), with no turbulence, are shown 
in Fig. 5. All three computational techniques are included. 
The relative levels drop rapidly with range (this is the 
acoustic shadow), falling to -50 dB for a range of 150 m. 
For ranges greater than 150 m or so, for this scenario, 
numerical noise was found to limit the calculations for all 
three techniques.

There are no significant differences between the predictions 
of the three approaches. The computational times are the 
same for upward refraction as for the downward refraction 
case.

Figure 5. U pw ard refraction, no turbulence. The same three 
numerical approaches used in Figure 3 are applied here.

4.4. Upward refraction, with turbulence

In Fig. 6, the predictions for the two implementations of the 
parabolic equation are shown for an upwardly refracting

atmosphere with turbulence. The importance of turbulent 
scattering is immediately apparent when this figure is com­
pared to Fig. 5 which did not include turbulence. The rela­
tive sound pressure level does not decrease rapidly with 
range but levels off at about -30 dB, consistent with obser­
vations.7

Figure 6. Upward refraction with a single realization o f turbu­
lence, showing the Crank-Nicolson and Green’s function imple­
mentations o f the parabolic equation.

The two predictions are qualitatively similar, levelling off 
to about the same value at large ranges. The curve for the 
Green’s function PE prediction is smoother, as would be 
expected since it uses a larger range step. There are signifi­
cant d ifferences in the fine structure o f the curves, 
though. The Crank-Nicolson PE used here employs a 
“wider-angle” approximation for the propagation opera­
tor V gthan does the Green’s function PE implementation,9 
so larger-angle scattering by turbulence may be treated 
more accurately. The correlation length of 1.1 m that has 
been assumed for the Gaussian turbulence spectrum means 
that there will be significant spatial variations of sound 
speed over distances as small as a meter or so. Additonal 
calculations are required to determine how well the Green’s 
function PE accommodates structures of a size less than the 
range step.

These calculations correspond to a single realization of the 
turbulence, i.e., propagation through a frozen turbulent 
structure. The actual atmosphere is not static but constantly 
evolving in time and measured sound pressure levels are 
rms averages. To calculate corresponding levels, it is nec­
essary to repeat the calculations many times, using a differ­
ent tu rb u len ce  rea liza tio n  w ith each. For enough 
realizations, the energy-average of the predictions will cor­
respond to the rms level that would be measured.26,27 
Using the Green’s function PE, with the same refractive 
profile and statistical description of turbulence as for Fig. 6, 
the mean relative sound pressure level as a function of
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range is found to be as shown in Fig. 7. A total of 200 real­
izations were used in this averaging, giving an uncertainty 
of less than 0.5 dB.

Figure 7. Upward refraction, with turbulence. Calculations for 
200 different realizations of a turbulent atmosphere have been 
energy-averaged. The Green’s function PE method has been used.

5. DISCUSSION

Overall, the different methods o f calculation are in quite 
good agreement. Without turbulence, the fast field program 
and the two parabolic equation approaches gave very simi­
lar predictions. With turbulence present, there are differ­
ences in detail between the two parabolic  equation 
predictions (i.e., the Crank-Nicolson and the Green’s func­
tion PE) but the agreement is still reasonble and the key 
features are produced by both.

Computational speed is an important issue when realistic 
predictions of sound fields in the atmosphere, with turbu­
lence included, are desired. Typically, 100-200 such real­
izations are required for each frequency or geometry 
chosen.

The fast field program works very well, in the absence of 
turbulence. It serves as a benchmark technique by which 
others can be tested for accuracy. The main drawback of 
this technique is its inability to handle turbulence which, as 
seen in comparing Figs. 5 and 6, is a very important factor 
in atmospheric propagation. Raspet28 has done some work 
on incorporating turbulence into the fast field program, but 
the approach is somewhat indirect. The other disadvantage 
of this technique is the slow calculation speed, particularly 
when sound fields at many heights are required.

The Crank-Nicolson version o f the parabolic equation 
method is straightforward to operate, requiring relatively

little adjustment. It can handle turbulence and refractive 
profiles. However, the need for small range steps (typically 
X/ 5  ) significantly limits its speed, particularly when tur­
bulence is included in the description of the atmosphere.

The Green’s function version of the parabolic equation is 
much faster10, by a factor of 50-100. Its speed is a result of 
the relatively large range steps permitted (many wave­
lengths per step) and is achieved whether or not turbulence 
is included in the computation. However, this technique 
requires considerable care24 in setting parameter values to 
ensure an accurate solution. For a selected range step, the 
vertical resolution must be sufficiently small and the num­
ber o f vertical steps sufficiently large. Calculations are 
quite sensitive to the selection of reference sound speed c0. 
As a result of its formulation, the technique has more diffi­
culty with what would be considered simple cases (e.g., 
propagation above a rigid surface, in a homogenous atmo­
sphere).

6. CONCLUSIONS

Three current methods for the calculation of sound fields 
above an impedance plane are discussed, the fast field pro­
gram and the parabolic equation, with Crank-Nicolson and 
Green’s function implementations. All are capable of gen­
erating accurate solutions. Only the parabolic equation 
methods have been shown to produce reliable predictions 
when turbulence is present in the atmosphere.

The Green’s function PE is much faster computationally 
and, for this reason, is probably favoured when turbulence 
is included and a large number of realizations are required. 
However, this technique does require more care and fid­
dling to ensure accurate calculations. Rough guidelines for 
the selection o f calculation parameters do exist.9,24 It 
seems advisable, though, to use the Greens’s function PE 
method in conjunction with one of the other approaches to 
verify that solutions are accurate.

Recent work using the split-step Padé approximation15,2 
suggests that a compromise been speed and ease of opera­
tion may be possible.
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