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IN TRO DU CTION

The impairment in the ability to detect or identify a secondary tar­
get (T2) when it follows within approximately 500 ms o f correct 
detection or identification o f a primary target (T l) is a phenomenon 
known as the attentional blink (1), which may be related to infor­
mational masking (2). However, while the Attentional Blink (AB) 
has been repeatedly demonstrated in the visual domain and more 
recently, cross-modally (3, 4), pure auditory AB investigations are 
few. Further, most cross-modal studies have found evidence of 
auditory ABs with the use o f compressed speech (e.g., 4). These 
types o f studies can be problematic for two reasons. First, because 
it is possible to form visual representations from spoken words or 
letters, cross-modal studies may make it difficult to unambiguous­
ly attribute these effects to the auditoiy modality. Second, and 
relatedly, when attentional effects cannot be definitively attributed 
to a specific modality, it also becomes difficult to determine 
whether attentional mechanisms operate within or across modali­
ties, or possibly both. To address this issue, this study employed 
pure tones, for which, no visual representations exist, in a rapid 
auditory presentation paradigm (11 tones/second). A visual rapid 
presentation paradigm, consisting o f simple visual stimuli (11 
lines/second) was also employed to compare visual AB effects with 
auditory AB effects in a within-subjects design.

M ETHO DS

Participants 20 young adults (Mean = 21.2 yrs) participated in the 
study for course credit. All participants reported normal hearing 
and normal or corrected-to-normal vision.

Auditoiy Stimuli Rapid Auditoiy Presentation (RAP) stream stim­
uli consisted o f 25 randomly presented tones comprising the range 
o f 1000 Hz to 2490 Hz in 10 Hz multiples. Properties o f these tones 
allowed the processing o f the stream as a unit. Tones o f 1500 Hz 
(low), 2000 Hz (medium) and 2500 Hz (high) were not stream 
items, being reserved for T l and T2. All tones were equally loud 
(approximately 50 dB SPL) except for T l and T2 which were 
increased in intensity by approximately 10 dB SPL over and above 
the level o f the stream items. All tones, including T l, T2, and 
stream items were 85 ms in duration, separated by a silent 5 ms 
Interstimulus Interval (ISI).

Visual Stimuli Rapid Serial Visual Presentation (RSVP) stream 
stimuli consisted o f 25 randomly presented lines in orientations of 
30, 60, 120, and 180 degrees. Lines o f orientations 45, 90, and 145 
degrees were not stream items, being reserved for T l and T2. All 
lines were 3 cm long and stream lines were o f identical thickness. 
T l and T2 were thicker lines, clearly discriminable from stream 
lines. At a viewing distance o f 30 cm, all line stimuli subtended .95 
X .76 degrees visual angle, and all were displayed for 15 ms, sepa­
rated by a blank 75 ms ISI.

T l was presented equally often at positions 5, 9, or 13 in the stream 
on independent random halves o f the trials. T2 was presented on 
all trials, equally often at all T1-T2 intervals. Participants were 
asked to report the first loud tone according to pitch (low, medium 
or high), and then, if  a second loud tone was heard, it was also to 
be reported according to pitch. In the control condition (Ctrl), par­
ticipants performed only the T2 task, where T2 was present on 
independent random halves o f the trials. The experimenter record­
ed the number o f loud tones reported in both conditions. The con­
trol condition was identical to the experimental condition except 
that in the T l-present trials, T l was not louder. Procedures were 
identical for the visual task, where participants reported the thicker 
lines (targets and probes) according to orientation (45, 90, or 135 
degrees). Condition (Exptl, Ctrl) and Task (auditory, visual) was 
counterbalanced across participants.

RESULTS
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Figure 1. Detection accuracy as a function o f T1-T2 
Intervals for visual and auditory tasks
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Figure 2. Magnitude o f the Attentional Blink as a 
function o f  modality.

Design After receiving training on a frequency identification task 
and a lines orientation task, all participants performed both the 
auditory and the visual task. In the experimental condition (Exptl),
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Figure 3. Scatterplot of individual AB magnitudes as a 
function of modality with trendline (some data 
points represent more than one individual).

The mean percentage of trials in which T2 was correctly detected is 
plotted as a function of the T1-T2- interval in the experimental and 
control conditions for both tasks. These results are presented in 
Figure 1. In the control condition, participants correctly detected 
T2 on 97% or better of trials for all T1-T2 intervals in both tasks. 
However, for the experimental condition, percent correct T2 detec­
tion for the range of 90 ms to 360 ms averaged only 72.5% for the 
auditory task and 89.2% for the visual task. T2 detection accuracy 
for the interval range of 360 to 630 ms averaged 93.9% for the audi­
tory task and 96.1% for the visual task; T2 detection accuracy at 
these ranges however, was not significantly different than overall 
T2 detection accuracy in the control condition for either task. False 
alarm rates averaged less than 3% across conditions on both tasks.

Multiple paired comparisons revealed that T2 detection accuracy in 
the experimental condition for both tasks was significantly lower 
(p's <.05) when T2 was presented at T1-T2 intervals of 90, 180, 270 
and 360 ms than the corresponding interval in the control condition; 
this indicated a significant AB-like T2 detection impairment for 
those intervals. Furthermore, when collapsed across these intervals, 
the magnitude of the Attentional Blink for the auditory task was 
greater than the magnitude of the visual task by a factor of almost 
2.5, and this difference was statistically significant (p<.025; see 
Figure 2). Finally, correlational analyses revealed no significant 
correlations between individual task performance; that is, the mag­
nitude of the auditory AB did not predict the magnitude of the visu­
al AB. These results are shown in Figure 3.

DISCUSSION

Our results indicate the presence of an Attentional Blink for both the 
visual and the auditory task. More importantly, because of the 
nature of the stimuli employed in this study, we may be confident 
that these ABs are uncontaminated by cross-modal effects. That is, 
if  we assume that no auditory representations exist for visual lines 
and no visual representations exist for auditory tones, then these 
ABs would appear to reflect modality-pure attentional effects.

Two interesting findings have emerged from this study. The first is 
the greater auditory AB magnitude when compared to the visual AB 
magnitude. This is notable given the less favorable conditions for 
auditory target detection. That is, it is typically more difficult to

detect an auditory target in a stream of auditory stimuli than it is to 
detect a visual target in a stream of visual stimuli (5), and this was 
consistent with our participants subjective reports. Nevertheless, 
Control Condition performance did not differ across tasks, and thus, 
while differential task difficulty make possibly contribute to magni­
tude differences between the modalities, it is unlikely to be the 
major cause.

We have previously argued that the auditory AB reflects an inhibito­
ry mechanism (6), putatively designed to protect the processing of 
the target (7) during selective attention tasks. Banks, Roberts, and 
Ciranni (8) note that auditory selective attention is not aided by any 
structural analogue similar to that of visual fixation that can choose 
to place important targets within foveal vision and less important 
targets in peripheral vision. They further suggest that because audi­
tion does not have these external capabilities, attentional inhibition 
must operate solely by internal auditory processes. Consequently, 
attentional inhibition should be more pronounced in audition than in 
vision. Our magnitude differences, where magnitude is an indica­
tion of the strength and/or extent of attentional inhibition, agree 
with Bank et al's interpretation.

A second interesting finding is that there was a lack of correlation 
between individual performance on the auditory task versus the 
visual task. To the extent that a central, amodal attentional system 
governs incoming sensory information, then individual perfor­
mance should be, at least, modestly correlated across visual and 
auditory tasks. Our lack of a significant correlation, together with 
pure, modality specific stimuli and magnitude differences between 
the tasks, suggests that attentional mechanisms can, and do operate 
in a modality specific fashion.
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1. INTRODUCTION

Wireless communication systems are required to communicate over 
selected frequency ranges. Each channel has a limited bandwidth or 
frequency range in which it must operate and the frequency spec­
trum is becoming increasingly more congested.

Spread spectrum is a modulation scheme that uses the spectrum 
efficiently and operates with a minimum amount of interference. In 
a spread spectrum system, the signals are spread over a wide range 
of frequencies by using a variety of broadband or frequency hop­
ping techniques. Interference is present and subjectively noticeable 
in some circumstances with the use of frequency hoppers. The 
effect of having many users utilizing the same frequency bandwidth 
promotes a special problem since it becomes possible for one user 
to jam the signal of another. This creates noise or other user per­
ceived anomalies that considerably degrade the audio quality. 
Errors, caused by jamming and other sources, can be introduced 
into the signal from anomalies inherent in the transmit and receive 
modes of a wireless communication unit transporting digital infor­
mation. These errors are quantified through the bit error rate (BER). 
An error can occur in transmission from the receiver to transmitter, 
from transmitter to receiver or from transmitter to transmitter. The 
bit error rate (BER) is the probability of an error occurring in a bit, 
or a change in the transmitted information.

Subjective testing was performed on two types of interference asso­
ciated with such a frequency hopping system. In this article we 
analyzed two of the simplest techniques used to correct corrupted 
data. The first correction method studied, called 'repeating', used 
the previously sent block of data picked up by the receiver and then 
repeated it. A second correction method used, called 'muting', sim­
ply muted any erroneous data that was picked up by the receiver.

2. EXPERIMENT

Digital speech transmission systems can generate degradation's that 
involve difficulty in the listening path. These degradation's can be 
perceived to the end user as clicks, pops, distortion, fuzziness, etc. 
in the receive listening audio path. Since the listening transmission 
path is involved, we created a test for subjective listener's. Each 
test person would listen to the same audio file each time creating a 
consistent test base. The results from this series of tests helped the 
designer's choose the best error correction scheme that was avail­
able to them. To assist the designers in making the correct decision 
from the results, a method of assessing the subjective listener's 
opinions on the various audio samples was used. This technique is 
called the Mean Opinion Score or MOS method [3]. The speech 
samples used in the listening tests contained audible errors created 
by software that simulated conditions where jamming and various 
levels of BER had occurred.

Test 1 determined the type of correction scheme and the threshold 
of correction for errors preferred by listeners for corrected jammed 
signals. The threshold determines the level of correction for errors 
the software is using. Test 2 threshold levels were based on the 
results from Test 1. For Test 2, since jamming was of more concern

for audio quality, the threshold parameters of Test 1 for jamming 
were incorporated into several selected BER's. Test 3 is based on 
the chosen threshold and error correction schemes determined from 
Tests 1 and 2. Test 3 determined when the audio quality would 
degrade for jamming as the numbers of users increased. It com­
pared two different scenarios that might occur in a jamming situa­
tion. The listeners evaluated the audio quality when the jams 
occurred as users interfered with each other at the same time or 
when the interference occurred at different times.

3. RESULTS AND DISCUSSIONS

3.1 Test 1

In this project, jamming contributes to the quality of the audio sig­
nal to a greater degree than does BER, meaning, if  a signal is 
jammed, it is much more noticeable to a listener than the BER fac­
tor. Therefore, Test 1 was performed to find out whether jamming 
using a correction scheme called muting or using the repeating 
method of a previous block was preferable. The listeners would 
find which threshold level was most acceptable using the DCR 
MOS subjective test method. From Test 1 it appears from Figure 4 
(shown on the next page) that Thresholds 1, 2 and 3 have the high­
est DCR MOS scoring.
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Figure 4 Test 1. Jamming from Threshold's 1 to 7.

3.2 Test 2

Test 2 will use the chosen threshold value and error correction 
scheme from Test 1 with the selected bit error rates. Since jamming 
and the BER can only be corrected with one chosen threshold, the 
need to see how the parameters chosen from Test 1 for jamming 
compared to the selected BER's became apparent. This became the 
testing performed for Test 2.

Testing was accomplished by comparing a speech sample that was 
corrected to the original uncorrected speech sample. All of the 
samples were corrected using the muting correction method at 
Threshold's 1, 2 and 3 chosen from Test 1. The threshold test val­
ues were so close in Test 1, you cannot really say that a threshold 
of 2 is completely superior, so 3 threshold's were chosen.

TEST 1 - JAMMING
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Figure 6 Test 2 for a chosen threshold of 2 with threshold's 1 and 3 
using the muting correction scheme and the selected BER's.

3.3 Test 3

Test 3 used an absolute rating schedule was used for each trial based 
on a single speech sample that was heard one at a time by the lis­
tener.

The two graphs shown are for close together jams (to simulate jam­
ming at the same time) and jams far apart to simulate dispersed 
jams.

From the data in Figure 9, it appears that when the jams are dis  ̂
persed (highlighted as Far in the figure), most ratings were below 
fair (MOS < 2.5). The best scenario for dispersed jams is 4 jams 
since there is a drop off in quality after that. For close together 
jams, the ratings are fair - up to 9 jams, with an anomaly at 3 jams/s.
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Figure 9 Test 3 for far apart and close Jams from 1 to 17 Jams with 
a muting error correction scheme at threshold 2.

4. CONCLUSIONS

A 32 kbits/s ADPCM coding scheme gave the best audio quality for 
the lowest number of bits. For Test 1, the threshold chosen was 
number 2. This means that the error correction scheme was invoked 
only after two consecutive errors were detected. From looking at 
the graph (Figure 4), you can see that these threshold levels received 
the highest ratings from the listeners. The correction scheme cho­
sen was muting since the speech samples that were corrected using 
this scheme received higher ratings than the samples corrected with 
the repeating "previous block" method. See Figure 4 for more infor­
mation on Test 1. The DCR MOS test rating was used since the

basis of the test was to compare a reference sample to a corrected 
sample.

Test 2 concentrated on finding the BER with the best audio quality 
for the chosen threshold and error correction scheme from Test 1. 
To give more variety during testing, the chosen threshold from Test
1 along with the upper and lower threshold were chosen for Test 2, 
therefore, the threshold's used for Test 2 were 1, 2 and 3. The level 
chosen from Test 2 that had the best audio quality for BER was 
threshold 2, which was the same as the threshold chosen for Test 1. 
Test 2 was conducted for a BER of 0.5%, 0.1%, 0.05% and 0.01%. 
Any BER meeting or exceeding 0.01% would have an acceptable 
level of audio quality according to our preliminary tests. Once 
again, the DCR MOS test for comparison ratings was used. For 
more information on Test 2, please see Figure 6.

Test 3 incorporated parameters found from Test 1 and Test 2, which 
are a threshold of 2 with a muting correction scheme, to do a densi­
ty evaluation for jamming. From reviewing the data, it is evident 
that using more than 4 dispersed jams does not have an acceptable 
audio quality. Between land occurring at the same time, or close 
jams, has a fair quality (except at 3 jams), but there is a drop off on 
either side of these values. Test 3 used the ACR MOS test method 
that asks for the overall opinion of each sample on its own. For 
more information on Test 3, please refer to Figures 8 and 9.
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