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ABSTRACT

In ocean acoustics, rapidly deployable, autonomous, bottom  moored hydrophone arrays allow for 

quick, cost effective deployment, but result in poor knowledge of sensor positions. Because ad

vanced array processing techniques, such as Matched Beam Processing, are highly sensitive to 

errors in sensor location, an accurate assessment of hydrophone positions is necessary. This paper 

discusses array element localization (AEL) and its use in localizing the ULITE array, a horizontal 

array deployed in the Timor Sea during the 1998 RDS-2 trial. The ill-posed inverse problem of 

determining source (imploded light bulbs) and receiver positions from the relative arrival times 

of source transients is solved through regularized linearized inversion. The inversion solution fits 

the d a ta  to high precision and provides individual hydrophone position estimates th a t provide the 

sm oothest array shape th a t is consistent with the acoustic data.

RÉSUMÉ

Les systèmes acoustiques marins qui sont rapidement déployés au fond de la mer, et qui fonctionnent 

avec autonomie, offrent une méthode de recherche qui est de faible cout, mais qui donne une 

pauvre connaissance de les positions des récepteurs. Pacreque la validité des manipulations des 

donnés, comme celles obtenues par le Matched Beam Processing, est fortement dépendente sur la 

location des instruments, une précise determination de la position de l’instrument est nécessaire. 

Ce papier décrit la méthode de Localization des Éléments d ’Étalage (AEL) et son utilization dans 

la localization du système ULITE, un étalage horizontal déployé dans la mer de Timor pendant 

l’essai RDS-2 de l’an 1998. La question iverse mal posée, celle de la determination des positions de 
les sources (des ampoules implosées) et les récepteurs par les tems d ’arivee relatifs des transients 

de source, est résolu par l’inversion linéale régularisée. La solution d ’inversion est une excellente 

réprésentation de les donnés, et donne les positions de chaque hydrophone en accordance avec un 

model qui donne la forme optimale a l’étalage acoustique, et qui est consistent avec les donnés 

acoustiques.

1. IN TR O D U C TIO N

Accurate sound source localization in underwater 
environments has long proven to be a challenging but 
im portant endeavour. Modern developments in this 
field include the deployment and monitoring of large, 
autonomous bottom  mounted vertical and/or horizon
tal hydrophone arrays. The benefit of this sensor au
tonomy comes at a cost—uncertainty in hydrophone 
location. Arrays are commonly deployed from surface 
vessels and lowered to. depth, and as such, sea state, 
currents, and ship drift all combine to create uncer
tainty in the final resting position of each hydrophone.

M odern array processing techniques for source local
ization, such as matched field processing (MFP) and 
matched beam  processing (MBP) involve correlating 
the received acoustic field with simulated fields com

puted using a numerical propagation model together 
with environmental parameters and source/receiver lo
cations [1,2]. Receiver location errors have been shown 
to lead to significant degradation of both MFP and 
MBP performance [2], especially at higher frequencies 
(a commonly accepted rule suggests receiver positions 
must be known within A/10, where A is the wavelength 
a t the frequency of interest, to achieve losses <  1 dB 
in array processing [3]). As such, accurate array el
ement location (AEL) is an im portant component of 
effectively processing acoustic field data. This paper 
will discuss the methodology and results of AEL for 
acoustic survey data collected for a bottom-moored, 
ultra-light (ULITE) horizontal array.

A common approach to AEL involves measuring ar
rival times of transient signals from controlled sources 
deployed around the array. Glass light bulbs mechan-
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ically imploded at depth have proven to be a particu
larly useful sources due to their low cost, low environ
mental impact, and clean, repeatable signals [4], If the 
source transmission instants and source positions are 
known and the ocean has a uniform (known) sound 
speed, the array elements can be located through a 
straightforward triangulation procedure. However, mea
suring source instants requires the sources and record
ing system be synchronized, which can be difficult and 
costly for at-sea deployments. Further, in practical 
AEL applications, the uncertainties in source positions 
are generally significant, and often represent the limit
ing factor in the accuracy of AEL inversion [5]—[7]. In 
addition, errors in the ocean sound speed can be sig
nificant: although measured sound-speed profiles are 
usually accurate in a relative sense, bias errors of up to 
2 m /s due to imprecise calibration are not uncommon 
[8]. Finally, neglect of acoustic ray curvature due to 
refraction in a realistic, non-uniform ocean can also be 
a significant source of AEL error.

AEL represents a nonlinear inverse problem. Al
though such problems are sometimes treated as an 
optimization (i.e., determining the set of model pa
rameters that minimizes the mismatch to measured 
d a ta ), a more complete approach to inversion involves 
determining the simplest solution th a t fits the mea
sured data and a priori information to within their 
estimated uncertainties, together with an estimate of 
the uncertainties of the recovered parameters. A regu
larized AEL algorithm, based on iterated linearization, 
has recently been developed to accomplish this, and 
to treat the general case of ray-based inversion with 
unknown source instants, source positions, and sound- 
speed bias [5]—[7], [9],[10]. The regularized inversion 
yields the smoothest array shape (i.e., the shape with 
minimal curvature or changes in direction) th a t fits the 
acoustic data and prior position estimates to a statisti
cally appropriate level. This minimum-structure solu
tion includes all array-sliape structure that is resolved 
by the data, bu t no structure that is unconstrained 
[5]. In contrast, minimizing the misfit often results in 
over-fitting data, introducing spurious (non-physical) 
structure into the model in an attem pt to fit the noise 
on the data [5] ,[11]—[13]. The regularized approach is 
based on iterated linearized inversion, which provides 
an efficient AEL algorithm th a t is generally not sensi
tive to the initialization [5].

The translation of errors in the data, source posi
tions and sound speed into errors in the sensor posi
tions is determined by the AEL inverse problem; sim
ple estimates based on forward calculations are not 
generally correct [7] (e.g., a 1-ms travel-time error in 
an ocean of sound-speed 1500 m /s does not imply a 
1.5-m positioning error). Uncertainties in the recov
ered hydrophone positions are estimated here from the 
(linearized) model covariance m atrix and through non
linear Monte Carlo appraisal.

AEL has been carried out previously for the Timor 
Sea deployment of the ULITE array by the Defence 
Science and Technology Organization (DSTO) and the

Space and Naval Warfare Systems Center (SPAWAR) 
[14]. The acoustic data  were inverted by DSTO using 
simulated annealing optimization and by SPAWAR us
ing the downhill simplex method [15]. In both cases 
source and hydrophone positions were treated as un
knowns, although a uniform ocean with known sound 
speed was assumed and no uncertainty estimates were 
provided.

Following this introduction, the paper discusses the 
inverse and ray theory employed in the regularized lin
ear inversion algorithm. Next, the RDS-2 experiment 
is described, followed by presentation of the UVic AEL 
solution for the ULITE array and a comparison with 
the DSTO and SPAWAR solutions. Finally, simulation 
is presented to demonstrate the sensitivity of matched 
beam processing to errors in array element location.

2. AEL IN V E R S IO N  A L G O R IT H M

This section provides an overview of the inversion 
and ray theory which form the basis of the regularized 
AEL inversion algorithm. More complete treatments 
of AEL inversion can be found in [5]—[7], [9], [10], and 
of general inverse theory in [11]—[13].

2.1 Inverse Theory

The acoustic arrival times t measured in an AEL 
survey can be written in general vector form as

t =  T(m ) +  n. (1)

In (1), the forward mapping T represents computation 
of the travel times of acoustic signals along ray paths 
between sources and receivers (considered in Section 2.2) 
The model m  of unknown parameters consists of three- 
dimensional (3-D) position variables (x, y, z ) for each 
sensor, 3-D position variables and transmission instants 
for each source, and an unknown bias for the mea
sured sound-speed profile. Finally, n represents addi
tive errors (noise), with the assumption th a t the error 
rii on datum  U is due to an independent, Gaussian- 
distributed random process with zero mean and stan
dard deviation <jj.

The inverse problem of determining an estimate m  
of m  is functionally nonlinear. However, a local lin
earization can be obtained by expanding t(m ) =  t (m 0+  
(5m) in a Taylor series to first order about an arbitrary 
starting model m 0- Rearranging terms, this expansion 
can be written

J in =  t — t(m 0) + J  m 0 =  d, (2)

where d represents modified data defined in terms of 
known quantities and J is the Jacobian m atrix of par
tial derivatives Jij = dT i(m0) / dnij (given in Section 2.2) 
Equation (2) represents a linear inverse problem which 
can be solved for m  as described below. Since nonlin
ear terms are neglected, the linearized inversion must 
be repeated iteratively until the solution converges.

The standard least-squares solution for linear inver
sion is determined by minimizing the x 2 misfit

X2 =  | G ( J m - d ) | 2 (3)
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with respect to  m, where G =  diag[l/<7i], with solution

m  =  [JTG TG J] 1 Jt G t G d. (4)

However, treating both source and receiver positions 
as unknown leads to an ill-posed AEL inversion such 
that the m atrix  to be inverted in (4) is ill-conditioned. 
This ill-conditioning indicates th a t the data alone do 
not constrain the solution, and additional a priori in
formation is required.

The m ethod of regularization provides a powerful 
approach to  include a priori information in linear in
verse problems. This is accomplished by minimizing 
an objective function <f> that combines the data misfit 
with regularizing terms that impose the prior infor
mation. Two forms of prior information are typically 
available in AEL problems, and can be imposed by 
including two regularization terms:

4>= |G (J m - d ) | 2+ / i i |H i  ( m - m i ) | 2+/i2|H2 (m —m 2)|1
(5)

In (5), the first term  represents the %2 data misfit, 
and the remaining terms represent regularizations (de
scribed below) with the variables and //2 represent
ing trade-off parameters (Lagrange multipliers) which 
determine the relative importance of the three terms 
in the minimization.

The first regularization term  in (5) applies a pri
ori param eter estimates for the source and receiver 
positions as available from the deployment procedure. 
Hence, m i consists of the prior estimates for these pa
rameters and the regularization matrix H i is of the 
form

H i= d ia g [ l/£ j] , (6)

where represents the standard deviation of an as
sumed Gaussian uncertainty distribution for j th  pa
rameter estim ate rhj. The second regularization term 
applies the a priori expectation that the array shape 
is well approximated by a smooth function of an inde
pendent variable u, which can be applied using m 2 =  0 
and H 2 consisting of the tridiagonal m atrix with non
zero entries on j th  row given by

H 2 =  tridiag
- 1 uj +2 uj

it may be preferable to omit this regularization to aid 
convergence.

The regularized solution is obtained by setting d(j)/dm  = 
0, leading to

m =  mi +  [JTGTGJ +  MiHfHi+M2H^H2]_1 • 

[ j T GTG d -  Jihi] . (8)

The regularization terms within thé first set of brackets 
overcome ill-conditioning of the matrix, providing a 
well-posed inversion.

The implementation of the AEL inversion algorithm 
consists of an iterative application of the regularized 
solution (8), typically initiated from a starting model 
coinciding with the prior parameter estimates. Con
vergence of the algorithm is based on two criteria. 
First, the measured data must be fit to a statistically 
appropriate level such that the x 2 misfit achieves its 
expected value of (x2) = N  îor N  data. Note th a t al
though (8) is derived based on the x 2 misfit for the lin
ear inverse problem, the convergence of the inversion 
algorithm must be judged in terms of the nonlinear 
misfit

X2 =  |G(T(m) — t ) |2. (9)

Second, a stable solution must be obtained such that 
the root-mean-square (RMS) change in the receiver 
positions between iterations is small compared to the 
expected accuracy of the solution (less than 0.1 m for 
the present application). A straightforward approach 
to  assigning values to the trade-off parameters fj,i and 
/tx2 to control the balance between the data misfit and 
a priori information leading to stable convergence is 
described in [5].

An im portant aspect of solving any inverse problem 
is to  estimate the uncertainty of the solution. Two ap
proaches are considered here. First, for linear inverse 
problems with Gaussian-distributed errors and prior 
estimates, the model covariance matrix is given by

(uj +1 uj )2 {uj +2 Uj+l)(uj+l uj)

- 1

{u j +2 uj+l)(uj+l uj ) .
(7)

Each row of H 2 in (7) represents a discrete approxi
mation to  the second derivative operator d 2/d u 2. This 
regularization is applied to sensor positions along each 
segment of the  array as a function of distance u  along 
the segment. Hence, |H2 m |2 provides a measure of the 
total curvature or roughness of the array shape, and 
the regularization produces the simplest array shape 
that is consistent with the acoustic data and prior po
sition estimates. Since the smoothness term (7) de
pends on the prior information about the inter-sensor 
spacings, in cases where these are very poorly known,

C =  [Jt G t G J  +  H^H] 1 -1 (10)

2 ’

with the ith  diagonal element of C representing the 
variance of the ith  parameter TOj. For nonlinear inverse 
problems solved via iterated linearized inversion, the 
covariance m atrix can be approximated by (10) with J  
evaluated at the final model solution. The validity of 
this approach depends on the degree of nonlinearity of 
the inverse problem, but has been found to be a good 
approximation for AEL inversion [7],

The second approach to parameter uncertainty es
timation involves a Monte Carlo appraisal [5], [15]. In 
this procedure, the source and receiver positions deter
mined via inversion of the measured data are assumed 
to  define the true positions for a synthetic inverse prob
lem, and acoustic arrival-time data are computed. A 
series of independent inversions are then carried out, 
each with different random errors applied to the com
puted data and to the prior position estimates and 
starting model (these errors are drawn from Gaussian 
distributions with standard deviations equivalent to
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the corresponding estimated uncertainties of the data 
and prior). Standard deviations about the true sensor 
positions can then be computed from the ensemble of 
inversion results. Advantages of the Monte Carlo ap
proach are that it represents a fully nonlinear analysis, 
and that uncertainties can be computed in an absolute 
or relative (sensor-to-sensor) sense. The disadvantage 
is increased computation time due to  the multiple in
versions.

Note that uncertainty estimation methods described 
above can be applied to predict AEL uncertainties for 
simulated cases in th a t they do not require measured 
data or prior estimates but only uncertainties for these 
quantities. Hence they provide a method to predict 
the localization accuracy for a particular scenario or to 
compare accuracies for different scenarios, as described 
in detail in [7]. This approach was used to consider 
the information content of surface-reflected arrivals as 
is discussed in Section -5.

2.2 R a y  T h e o ry

This section briefly describes the ray theory ap
plied to compute the acoustic travel times and par
tial derivatives for the AEL inversion algorithm. Con
sider an acoustic source and receiver in the ocean at 
(x j ,y j ,Z j)  and (Xi,yi,Zi), respectively, with Zj < Zi 
(source above receiver is assumed here with z =  0 at 
the surface and positive downward; for the reverse, a 
negative sign is required in all integrals below). The 
horizontal range between source and receiver is given 
by

r  =  [{xi -  Xj f  +  (yi -  y j )2]211/2
(H)

Expressions for the range r and arrival time T  along a 
ray path between source and receiver follow from ap
plying Snell’s Law to an infinite stack of infinitesimal 
layers [14]

r  =

T  +

i:

pc(z) dz

[1 — p2c2{z)] 

dz

1 / 2
(12)

(13)
c(z) [1 — p2c2(z)]1//2

where r  represents the source transmission instant and 
c(z) the ocean sound speed profile. In (12) and (13), 
the ray parameter p = cos 9(z)/c(z),  derived from the 
grazing angle at the source, is constant along a ray 
path, and determining the correct value of p th a t con
nects source to receiver defines the take-off (grazing) 
angle at the source. The ray parameter for an eigen- 
ray connecting source and receiver is determined by 
searching for the value of p  which produces the correct 
range using (12). An efficient procedure of determin
ing p  for direct-path eigenrays is based on Newton’s 
method [5]. An initial estimate po is calculated assum
ing straight-line propagation at the harmonic mean of 
the sound-speed profile between source and receiver

C H =  ( Zi  ~  Z j ) (14)

An improved estimate p\ is obtained by expanding r(p) 
in a Taylor’s series about po and neglecting nonlinear 
terms to give

Pi = Po +
drjpo) 

dp
{r(p) -  r{p0)) • (15)

In (15), dr /dp  is determined by differentiating (12)

c{z) dzdr

d p [1 — p 2c2(z)]3/2
(16)

If r(pi) computed from (12) is within the tolerance of 
the desired range, the procedure is complete. If not, 
the starting value is updated, po *—pi,  and the proce
dure repeated iteratively until a satisfactory value is 
obtained.

In addition to travel times, the inversion algorithm 
requires partial derivatives of travel time with respect 
to source and receiver coordinates, source instant, and 
sound-speed bias. Consider first the partial derivative 
with respect to Xj. Employing the chain rule

d T

dxi

d T  dp dr 

dp dr dxi

d T

dp

dr

dp

- l
dr

S T ’ (17)

The three partials on the right side of (17) can be cal
culated from (13), (12) and (11), respectively, yielding

d T

dxi
=  p { x i -  X j ) / r . (18)

Similar expressions are easily obtained for other hor
izontal derivatives. The partial derivative of T  with 
respect to vertical coordinate Zi can be determined by 
differentiating (13) to  give

d T  _  rZi___I

d z i  J Zj [1 -

p c(z) dz dp 1
p 2 C2 { z ) } 3 / 2 d Z i  c ( z . )  [ 1  _ p 2 c 2 ( z . ) ] l / 2 '

(19)
An expression for dp/dzi  can be obtained by noting 
that

dr_ _ Q_  r Zi___

d z i  J Z i  h  _

c(z) dz dp P c{zi)

[1 — p 2C2(z)]3' 2 dZi _  p 2 c 2( '2-i ^ 1/ 2

(20)
Solving for d p jd z i  and substituting into (19) yields

d T

dz,.

, 1 / 2
(21)

with a similar derivation for d T / d z j . To account for 
bias in the measured sound-speed profile, let c(z) = 
Ct(z)+Cb, where ct (z) is the true sound speed and Cb is 
the bias. Differentiating (13) with respect to ci, leads

d T  r  — — — — 2 ■ ( 2 2 )
J z . r ! i t  ̂  F1 _  i r & r û l  ^ \ \ * - f 2dcb c2(z) [1 — p2c2(z)\

Finally, the derivative of T  with respect to the source 
instant r  in (13) is simply given by d T / d r  = 1.
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To implement the above equations, it is assumed 
that the measured sound-speed profile represents a se
ries of layers with a linear sound-speed gradient in each 
layer. Sea surface or bottom  reflections are modelled 
using the m ethod of images, i.e., representing the re
flected pa th  by a direct ray path from an image source 
located above the surface or below the bottom, re
spectively. In  the following, let {zfc,Cfc} represent the 
sound-speed profile, {c'k} be the corresponding sound 
speed gradients, and Zj and z* be the source and re
ceiver depths, respectively. The integrals in equations 
(12), (13), (16) and (22) can then be evaluated ana
lytically as following, where Wfc =  ( l — p2c \) 1̂ 2,

r  =
S T ' W k -  W k+ i

k=j P c'k

i—1

log.
Cfc+1 (1 +  Wfc)

Cfc (1  -I- Wk+l)

dr
i - l

c£r _  y -  Wk -  W fc+i

gp I ..;  p2 c'k Wk Wk+1 ’
K—J

dT _  v  1
dcb c'k

k=o K

Wk+1 _  Wk_ 

Cfc+1 Cfc

(23)

(24)

(25)

(26)

3. E X P E R IM E N T

In November, 1998, a multi-national experiment to 
study rapidly deployable systems, called RDS-2, was 
carried out to  test and demonstrate advanced deploy
able array technologies, data recovery methods, and 
rapid array deployment techniques [16]. RDS-2 was 
conducted in the Timor Sea, 160 km west of Darwin, 
Australia. B athym etry of the trial site indicates a very 
flat bo ttom  (clay-sand with slope «  0.1%) at 107 m 
depth.

The experiment employed three separate arrays, in
cluding an ultra-light horizontal array (ULITE) de
signed and deployed by SPAWAR. ULITE consists of 
three arms extending from a central node, each com
prised of 32 hydrophone elements in three distinct ’nests’ 
along its 470 m  length. Element spacing was 7.8 m in 
the first nest, 15.6 m in the second, and 31.3 m in 
the third. The trial deployment plan involved fully 
extending each arm  along radiais separated by 120°, 
using three surface vessels to lower the array to  the 
sea floor. However, high sea state, unequal cable ten
sions applied by the deployment vessels, and strong 
subsurface currents all conspired to produce an actual 
deployment pattern  th a t is estimated to differ signifi
cantly from the intended array geometry (Fig. 1).

Prior estim ates of hydrophone positions for the AEL 
inversion are chosen from the intended deployment 
pattern of the ULITE array. Due to poor control of 
the deployment procedure, a 5000 m horizontal uncer
tainty is assigned to  the estimates of phone positions

(essentially unconstrained) in the algorithm. Prior es
timates of hydrophone depth are restricted to  107± 1 
m, by virtue of the uniform bathymetry.

After array deployment, 23 light bulbs were lowered 
from a surface vessel and imploded at selected loca
tions at an estimated depth of 52 m (Fig. 1). This 
source geometry was based on the intended array po
sition. However, because of the disparity between in
tended and actual array positions, the source locations 
were less than  ideal.

Bulb implosions were recorded at each hydrophone 
and relative travel times were determined by picking 
the time of the peak of the direct path  arrival (Fig. 2). 
To increase the accuracy of picking peak arrivals, the 
digitally recorded data, sampled at 510.621 Hz, were 
upsampled by a factor of four. Subsequently, the high
est interpolated point and i t ’s two neighbours were 
then fit with a  parabola, the peak of which was picked 
as the direct path  arrival time. A data error of a  =  0.5 
ms is assigned to arrival times for the inversion algo
rithm.

Prior estimates of the source positions are assigned 
the P-code GPS position of the Zodiac boat from which 
they were lowered. An x-y uncertainty of 10 m is as
signed to account for GPS error and horizontal drift 
of the bulb at depth. The implosions were conducted 
over two different days, and although the sound speed 
profile did not differ appreciably, the very different sur
face conditions of those two days necessitated apply
ing different vertical uncertainties to the sources for 
each day. Estim ated depth of the first nine bulbs, im
ploded under higher seas, is 52±10 m, and the remain-

X  Position (m)

F ig . 1 Plan view of intended and recovered ULITE 
array positions including GPS fixed and recovered light 
bulb positions.
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Tim e (s)

Fig. 2 Light bulb implosion acoustic arrivals for one 
arm (32 hydrophones) of ULITE array.

der are assigned 52±5 m. Examination of the direct 
and surface reflected implosion arrivals reveals that the 
first three implosions were considerably shallower than 
planned, with the first implosion close to a depth of 30 
m. Probable cause for this disparity is attributed to 
wind and swell conditions inducing significant drift of 
the Zodiac boat conducting the AEL survey. Because 
the implosions were so shallow, the arrivals of the di
rect and surface reflected signals overlap, resulting in 
the peak of the direct arrival being corrupted by the 
reflected arrival. For this reason, the first implosion 
is excluded from the AEL analysis. Fig. 2 illustrates 
the convergence of the two arrivals at longer ranges. 
Finally, a sound-speed bias uncertainty of 2 m /s was 
included.

4. RESULTS  

4.1 Inversion Solution

The data set from the AEL survey consisted of 22 
sources and 95 receivers (the end hydrophone of the 
NW arm was excluded due to movement caused by a 
tethered surface buoy), yielding N  = 2090 equations 
for M  = 373 unknowns from (12) and (13). Due to the 
large uncertainties of the hydrophone position prior 
estimates, five iterations were required to reduce the 
X2 misfit from the initial 18,484,570 to N  = 2090, 
while concurrently decreasing the rms model change 
below the 0.1 m threshold. The result of the linearized 
inversion provides the simplest solution (i.e. minimal 
array structure), while fitting both the acoustic data 
and the prior estimates to a statistically appropriate 
level. A processing time of approximately 15 min was

| -  N E  Aim  |

0 50 100 150 200 250 300 350

Fig. 3 Array structure shown in terms of the displace
ment from a straight line approximation of each arm.

required to run the algorithm on a 400 MHz PC using 
a Unix OS.

The AEL inversion solution indicates that the actual 
position of the ULITE array was both shifted and ro
tated in relation to the planned layout. Prior receiver 
estimate residuals (the difference between prior esti
mates and recovered receiver positions) average 39.8 
m in x, 88.1 m y, and 0.1 m in z. Maximum and mini
mum individual horizontal displacements of 310 m and
19 m are observed (Fig. 1). It appears that none of the 
three arms were fully extended to their 470 m length, 
with cumulative inter-element spacings totalling 440 
m for the NW arm, 343 m for the NE arm, and only 
225 m for the S arm. Fig. 3 depicts the structure in 
each arm as a function of element offset from a straight 
line (least squares) approximation to each arm. As ex
pected from the short inter-element spacing, the south 
arm shows the most structure due to low cable tension 
during deployment.

Prior estimate residuals for source positions average 
3.9 m  in x , 3.4 m in y, and 1.7 m in z. As previously 
explained, the recovered positions of the first two im
plosions differ significantly from prior estimates, with 
vertical and horizontal displacements of approximately
20 m  and 10 m, respectively. The recovered sound- 
speed bias of approximately 0.1 m /s was negligible.

4.2 U ncerta in ty  E stim ates

Absolute uncertainty estimates for receiver positions 
from both the linearized inversion and Monte Carlo ap
praisal, are presented in Fig. 4. Mean standard devia
tions of the linearized inversion solution are 2.4 m in x 
and y, and 0.6 m in z. Positional uncertainties increase
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Fig. 4  Absolute hydrophone positional uncertainties 
using linearized inversion and Monte Carlo appraisal 
(one standard  deviation).

towards the end of each arm due to the source-receiver 
geometry [7]. Linearized absolute uncertainties are in 
good agreement (<  20% difference) with those gener
ated by a Monte Carlo appraisal involving 50 random 
realizations.

Fig. 5 shows the relative uncertainties in receiver 
position as estim ated from the Monte Carlo appraisal. 
These values exclude translational errors of the entire 
array and represent the inter-element positional errors 
which severely impact acoustic field processing. The 
average standard deviation of these errors is 0.5 m in 
x and y, and 0.6 m in z, roughly equal to A/10 a t 250 
Hz, the highest frequency used in MBP of the RDS-2 
data.

5. AEL SO L U T IO N  C O M PA R ISO N S

AEL for the ULITE array was previously conducted 
in independent studies by both SPAWAR and DSTO. 
This section presents a comparison of their results with 
the UVic AEL solution presented in this paper, as il
lustrated in Fig. 6.

SPAWAR used the same direct arrival time picks 
employed here, but assumed a constant sound veloc
ity profile and straight line propagation. The inverse 
problem was solved using the downhill simplex method 
[15], which seeks to minimize travel-time errors through 
a series of geometric steps. A two-step inversion was 
applied. For the first step, source positions were fixed, 
providing a rough solution. The second step, using 
the rough solution as a starting model, allowed source 
movement in the final solution determination.

Fig. 5 Relative hydrophone positional uncertainties 
using Monte Carlo appraisal (one standard deviation).

Using the method of simulated annealing [14],[15], 
DSTO sought to minimize error between modelled and 
actual arrival times for both direct-path and surface- 
reflection arrivals in a constant sound speed environ
ment. To assess the value of including surface reflec
tions in our method, we computed linearized sensor- 
position uncertainties for a case that included ideal 
surface reflections (eq. 10), and found only 10 cm and 
20 cm improvement in horizontal and vertical standard 
deviations, respectively. The reason for such little im
provement is th a t surface-reflected arrivals follow the 
same horizontal paths as the direct arrivals, and hence 
provide little new information in x and y [10], while 
the vertical position z is well constrained by the prior 
knowledge of water depth. Because of this and the 
fact that the observed direct/reflected arrival overlap 
at long ranges, we chose not to use reflected arrivals.

Fig. 6 presents the plan view of all three solutions, 
while Fig. 7 displays the x  and y differences between 
the hydrophone positions. Examination of the figures 
reveals close similarity between the UVic and SPAWAR 
solutions with differences increasing towards the ends 
of the array arms to a maximum of 3.4 m in x and 
2.6 m in y. Comparatively, larger differences are ob
served between the UVic and DSTO solutions. The 
DSTO solution appears shifted SW and rotated clock
wise in relation to our array position, resulting in max
imum x  and y differences of 15.8 m and 14.5 m, re
spectively. As with the SPAWAR solution, DSTO 
element positions diverge from ours along the arms, 
and due to the apparent rotation about an axis near 
the array node, this divergence is amplified. Ref. 14 
compares the DSTO solution with that achieved by
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Fig. 6 Comparison of UVic, SPAWAR, and DSTO 
AEL solutions.

SPAWAR, attributing the shift and rotation to the 
use of large uncertainties allowed in the simulated an
nealing method. Additionally, DSTO’s application of 
uniform, vice Gaussian uncertainties for prior position 
estimates allow a stronger influence from outliers.

Objective measures of the quality of an AEL solu
tion involve assessing how well the solution fits the 
data and how smooth the solution is. On average, ar
rival time data were fit to within 0.38 ms for the UVic 
solution, 0.45 ms for the SPAWAR solution, and 0.90 
ms for the DSTO solution. Array smoothness, or con
versely structure, provides a measure of how simple a 
given solution to the problem is. Fig. 8 illustrates the 
structure in the S arm of the array as a function of 
hydrophone displacement from a straight line approx
imation to the respective solutions for the array arm. 
The DSTO solution can be seen to contain the most 
structure (e.g., zig-zags in the array shape), followed 
by the SPAWAR solution, while the UVic solution is 
the smoothest. Although not shown, solution smooth
ness was similar for the NE and NW arms, with DSTO 
showing the most structure and UVic the least.

6. AEL IMPACT ON SOURCE LOCALIZA
TION

To demonstrate the impact of inaccurate AEL, a ex
ample is presented in which MBP is applied to simu
lated receptions from the recovered positions of the NE 
and NW ULITE arms. For the simulation, a 200 Hz 
source is located at 50 m depth, 80° (ref. true north) 
from the ULITE node, at a range of 3 km. Simulated 
acoustic data was generated using the ORCA normal 
mode propagation model [17], to which Gaussian ran

Fig. 7 Differences in relative sensor positions between 
UVic-SPAWAR and UVic-DSTO array estimates.

dom errors were added resulting in a signal to noise 
ratio of 20 dB.

Fig. 9 depicts the range, bearing, and depth cor
relations between the simulated true model (receiver 
positions are exact), and estimated model in which 
Gaussian-distributed errors of specified standard devi
ations have been added to the receiver positions. For 
the first run (solid line), estimated receiver positions 
are the same as true positions, thus a high correla
tion (0.99) is achieved at the correct bearing, range, 
and depth. Random horizontal errors drawn from a 
Gaussian distribution with standard deviation equal 
to that of the relative errors for the AEL inversion 
are added to the estimated receiver positions for the 
second run (dashed line). The correlation is reduced 
slightly to 0.92 and the peaks remain at the correct 
bearing, range and depth. Doubling the standard de
viation of the hydrophone perturbations begins pro
ducing range and depth estimation errors, and by the 
third run (dotted line) in which the standard deviation 
of induced errors is tripled (< 7 m), significant degra
dation is seen in both range and depth. The source is 
falsely located at range 2.75 km and depth 10 m. Fi
nally, using the prior hydrophone positional estimates 
in the MBP precluded any meaningful localization in 
range, bearing, or depth (not shown).

Simulations were also run using source frequencies 
of 50 and 100 Hz demonstrating that for lower frequen
cies, larger receiver positional errors are tolerated. For 
a 50 Hz source, errors on order of four standard devi
ations (< 10 m) for the estimated model positions are 
tolerated by the matched beam processor before false 
maxima are observed in the correlation plots. Simi-
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Fig. 8 Array structure of S arm in terms of dis
placement from straight line approximations of UVic, 
SPAWAR, and DSTO solutions

larly, MBP of the 100 Hz fields begins showing false 
maxima with receiver perturbations of three standard 
deviations.

7. C O N C L U S IO N

This paper demonstrates the application of regu
larized inversion in the challenging problem of accu
rately localizing the individual hydrophones of an au
tonomous, remotely deployed array  Due to complicat
ing factors during array deployment in the RDS-2 trial, 
the final resting position of the ULITE array was vir
tually unknown. To localize the array, submerged light 
bulb implosions were conducted around the array and 
the relative arrival times of the transient signals were 
measured. Determining source and receiver positions 
from this d a ta  set represents an ill-conditioned inverse 
problem which is stabilized by assigning a priori esti
mates to source and receiver positions, and seeking the 
smoothest solution in the iterative linearized inversion 
algorithm. Relative element position errors are within 
acceptable ranges to allow subsequent source localiza
tion processing, with average standard deviations of 
0.5 m horizontally and 0.6 m vertically.
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