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ABSTRACT

A novel m ethod of detection and classification for marine m am m als is presented which uses tech
niques from independent com ponent analysis to  solve the  blind source separation problem  for N orth  
A tlantic right whales (Eubalaena glacialis). Using the fundam entally non-Gaussian natu re  of marine 
m am m al vocalizations and d a ta  collected on multiple hydrophones, we are able to  separate right 
whale source spectra, up to  an unknown scale, from ambient noise. This technique assumes th a t 
the array  d a ta  is a linear com bination of non-Gaussian source signals bu t does not require specific 
knowledge of the array  geometry. A detection algorithm  which separates right whale vocalizations 
from ambient background using a Kolmogorov-Smirnov test sta tistic  is presented and tested  on d a ta  
collected in the Bay of Fundy. The performance of the detector was found to  be such th a t  it was 
possible to  achieve a probability of detection of about three-fourths w ith  a false alarm  probability 
of about one-third. Independent com ponent analysis was found to  provide little improvement over 
s tandard  principle com ponent analysis, which was used as preprocessing step.

RÉSUMÉ

Une nouvelle m ethode de detection et de classification pour les mammifères m arins est presentee. 
Elle utilise des techniques d ’analyse par composantes independantes pour résoudre des problemes de 
separation aveugle de sources pour des baleines franches de l ’A tlantique Nord (Eubalaena glacialis). 
En se basant sur la na tu re  non gaussienne des vocalisations des mammiferes m arins et sur les donnees 
recueillies par un ensemble d ’hydrophones, nous avons ete capables de separer les spectres de baleines 
franches, ju sq u ’à une echelle inconnue, du b ru it am biant. C ette  technique suppose que l ’ensemble 
des donnees est une combinaison lineaire des signaux sources non gaussiens, mais ne requiert pas 
de connaissance particuliere sur la geometrie de l ’ensemble des hydrophones. Un algorithme de 
detection perm ettan t de separer les vocalisations de baleines franches du b ru it am biant en utilisant 
un test s ta tistique Kolmogorov-Smirnov est présenté et teste sur des donnees recueillies dans la Baie 
de Fundy. La performance du detecteur e ta it telle q u ’il a ete possible de réaliser une probabilité de 
detection d ’environ trois quarts, avec une probabilité de fausse alarme d ’environ un tiers. L ’analyse 
par composantes independantes n ’a donne que des ameliorations mineures compare a l ’analyse par 
composantes principales s tandard  qui a ete utilisee comme etape de pre-traitem ent.

1 INTRO DUCTIO N

Passive acoustic detection of cetaceans has become 
an area of great interest in recent years due in p a rt to 
the need to  m itigate any possible im pact due to  ship
ping and naval tra in ing exercises on local populations. 
Visual observations, the trad itional m ethod of detec
tion, are lim ited in several ways. They are restricted 
to  daylight observations, require hum an observers, are 
lim ited in detection range, and can detect only sur
facing animals. Passive acoustic detection overcomes 
these particu lar lim itations, bu t brings also a new set 
of challenges. M arine m am m als in the observation 
area m ust vocalize to  be detected, and those vocaliza
tions m ust be detectable and distinguishable from the 
m ultitude of com peting background sound sources. In
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addition, it m ay be im portan t to  distinguish between 
different types of cetaceans based on their calls. A key 
advantage to  using passive acoustics is the potential 
to  perform  24-hour, real-tim e autom ated  detection. 
Since, for purposes of im pact m itigation, im portan t 
tim e and distance scales for detection and localization 
are on the  order of hours and miles, respectively, the 
dem ands placed upon an autom ated  system  are sig
nificantly reduced from th a t  of more trad itional anti
subm arine applications.

In this paper we discuss a m ethod for performing pas
sive acoustic au tom ated  detection of marine mammals 
based upon the use of independent com ponent anal
ysis (ICA). ICA is a statistical analysis tool used to 
solve the blind source separation problem, wherein si
m ultaneous recordings of multiple sound sources are
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used to separate out the individual sound sources. 
The approach, then, is to apply ICA to segments of 
the recorded acoustic time series and separate out ma
rine mammal calls from the ambient background. The 
separated signals may then be used to perform classi
fication in an automated or human-directed classifier.

The algorithm presented here is applied to and tested 
on data gathered in Canada’s Bay of Fundy tha t con
tains several calls from North Atlantic right whales 
(Eubalaena glacialis).x The focus on this species is 
motivated by its rapid decline in recent years [1], with 
over a third of deaths now attributable to ship col
lisions [2]. The data was collected in September of 
2002, a time when right whales come to the bay in 
great numbers to  feed themselves and their newborn 
calves, and was recorded on several bottom-mounted 
hydrophones.

The organization of this paper is as follows. In Sec. 2 
we provide a brief introduction to Independent Com
ponent Analysis, with particular emphasis on its ap
plication to marine mammal detection. Sec. 3 con
tains a description of the detection algorithm used, 
which is based on the observed non-Gaussianity in 
the statistics of right whale calls. The application to 
right whale data from the Bay of Fundy is analyzed 
in Sec. 4, while a discussion of results and conclusions 
are given in Sec. 5.

2 IN D E P E N D E N T  C O M P O N E N T  
A N A L Y SIS  

2.1 D esc rip tio n

Independent component analysis (ICA) is a method 
for solving the blind source separation problem [3]. 
The basic model assumed by ICA is one in which the 
data, x(t) =  [x1( t ) , . . . , x M(t)]T , on M  receivers at 
time t is a linear combination of P  sources, s(t) =  
[si(t), . . . ,  sP (t)]T, plus ambient noise, n(t). The 
sources are assumed to be realizations of mutually in
dependent, stationary stochastic processes in which 
at most one of the sources has a Gaussian marginal 
distribution [4]. Denoting by A  the linear mixing ma
trix, we therefore have the following data model.

x(t) =  A s(t) +  n(t). (1)

The goal of ICA is to  find a suitable unmixing matrix, 
W , such that y =  W x  is an approximation to s. Due 
to the nature of the problem and the type of solution 
offered by ICA, there is a fundamental ambiguity such 
tha t y may differ from s by an arbitrary permutation 
and scaling of its rows.

1This d a ta  was provided courtesy of Defense Research and 
Development C a n ad a— Atlantic  and  Dalhousie University.

W hat allows ICA to perform this inversion is the as
sumed non-Gaussianity of the sources. This may be 
understood as follows. For a given choice of W , each 
element of y will be a linear combination of the sources. 
In general, this will result in a y which appears more 
Gaussian, due to the central limit theorem [5]. If W  
is suitably chosen, however, then each element of y 
will correspond to only one source, up to an arbitrary 
scaling, and thus will appear non-Gaussian. In this 
manner, non-Gaussianity may be used as a metric of 
independence, and the independent components esti
mated by y are maximally independent linear combi
nations of the original data.

It may be noted tha t ICA resembles Principle Com
ponent Analysis (PCA), which produces a linear com
bination of the data tha t is uncorrelated. In PCA the 
unmixing matrix V  is given in terms of the eigenvalue 
decomposition of the data covariance matrix C. If U 
is the matrix of eigenvectors of C and D  =  U HC U  
is the diagonal matrix of corresponding eigenvalues, 
then V  =  D -1/2U H is the PCA unmixing matrix. In 
applying ICA, PCA is often used as a preprocessing 
step. When this is done, the ICA algorithm is applied 
to  the transformed variable, z  =  V x, to yield the un
mixing matrix Q. The final unmixing matrix, applied 
to  x, is therefore W  =  Q V .

2.2 M u tu a l  In fo rm a tio n  A p p ro ach

Bell and Sejnowski [6] have suggested a method for 
performing ICA based on mutual information. More 
traditional ICA methods have relied on kurtosis as 
a measure of non-Gaussianity and, by inference, sta 
tistical independence [7]. Mutual information, on the 
other hand, provides a direct measure of statistical in
dependence between a joint probability density func
tion (PDF) and the product of its marginals.

In the approach of Bell and Sejnowski, the ICA pro
cess is viewed as a neural network with input x, out
put y, and nodal weights W . The goal, then, is to 
minimize the mutual information between the input 
and output of the network. This mutual information 
may be written

I  (x, y) =  H  (y) -  H  (y|x), (2)

where H (y) is the entropy of y and H (y|x) is the 
entropy of y relative to x  [8]. Since y is a deterministic 
function of x, the term  H (y|x) is a constant (i.e., 
- t o ) ,  independent of W . Thus, minimization of the 
mutual information is equivalent to minimizing the 
entropy of the output.

To achieve greater sensitivity, the output is trans
formed via a sigmoidal function g(-) so tha t the out
put of the network is y =  g(u), where u  =  W x. The 
choice of this function is arbitrary, although the Bell
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and Sejnowski suggest using the  logistic transfer func
tion, g(u) =  1/(1 +  e~u ), a common choice for neural 
networks, and we adopt th is choice in our work. Ide
ally, th e  transfer function would be  formed from the 
cum ulative d istribu tion  function (CDF) of th e  ou tpu t 
u.

Extrem izing the  m utual inform ation w ith respect to  
W  leads to  the  following gradient m ethod: S tarting  
w ith an initial value for W , the  m atrix  is updated  
according to  the  scheme W  ^  W  +  A W , where

A W  =  a  [ (W T) ^ x +  (1 -  2 u )x T] (3)

and a  is the  learning rate. In  our work, the  initial 
value of W  was taken to  be th e  identity  m atrix  and 
a  was taken  to  be 0 .001/n, where n  is the  current 
iteration  number.

2 .3  A p p l ic a b i l i ty  t o  M a r in e  M a m m a l  
D e te c t io n

To apply ICA to  m arine m am m al detection, is it nec
essary to  dem onstrate  the  validity of two key model 
assumptions: sta tis tical assum ptions regarding the  
source signals and propagation assum ptions under the 
linear mixing model.

For propagation we assume a linear m edium  such th a t 
the  received signal is a sum  of a tten u a ted  and tim e 
delayed sources. T he receivers are assumed to  be hor
izontally d istribu ted  so th a t  tim e delays m ay exist 
between receivers from sources are different bearings. 
Thus,

p

x m (t) ^   ̂A mpsp (t Tmp) +  n m (t) ; (4)
p=1

where rmp is th e  tim e delay from source p  to  receiver 
m  and n m (t) is th e  am bient noise in receiver m. (For 
simplicity, we ignore th e  presence of m ultipaths.) We 
assume th a t  a dom inant source signal is present which 
is spatially  localized in bearing so th a t  r mp is effec
tively independent of p. (Physically, th is dom inant 
source may correspond to  an individual whale or an 
entire pod.) Then, using a correlation technique de
scribed in Sec. 3, th e  received d a ta  may be tran s 
formed by th e  estim ated  relative delay time, Tm , so 
th a t  Xm (t) =  x m (t +  Tm ) m ay be expected to  fit the  
ICA linear model.

T he fundam ental sta tis tical assum ption required for 
our work is th a t  m arine m am m al calls can be dis
tinguished from am bient background signals by their 
non-Gaussian statistics. Such behavior is well known 
in the  field of hum an speech processing, were super- 
Gaussian statistics dominate.[6] In the  case of right 
whales, this question may be answered by an exam 
ination of actual whale call recordings. In Fig. 1 we

Figure 1: Plot of the cumulative distribution of right 
whale call statistics (solid line) versus that of a stan
dard normal distribution (dashed line). The distribution 
is symmetric, but the sharp slope at the center indicates 
a high value of kurtosis.

have p lo tted  th e  empirical CD F for a 110-sec record
ing of a N orth  A tlantic right whale.2 For com pari
son, the  CDF for a standard  norm al d istribu tion  is 
included. It is clear from the  figure th a t  the  statistics 
of the  right whale calls exhibit a large, positive kur- 
tosis excess (about 22.3) and thus may be considered 
super-Gaussian. Such sta tis tical behavior has been 
found to  be typical of hum an speech, as well as m any 
other n a tu ra l and u nnatu ra l sound sources, so this re
sult is not a t all surprising. On the  o ther hand, and 
for this very reason, statis tics alone cannot serve as a 
means of classification, though it may serve a role in 
detection and preprocessing.

3 D E T E C T I O N  A L G O R I T H M  
D E S C R I P T I O N

The detection algorithm  m ay be described as a three 
step process. F irst, a sliding window along the  tim e 
axis chooses a segment of th e  tim e series d a ta  to  be an 
alyzed. Next, independent com ponent analysis is per
formed to  ex tract th e  dom inant non-Gaussian signal. 
Finally, a test s ta tis tic  is com puted from th e  dom inant 
com ponent and com pared to  a threshold to  determ ine 
w hether a detection is called. As a preprocessing step 
prior to  selecting individual tim e segments, the  tim e 
axes of th e  different receiver tim e series are aligned via 
cross-correlation under th e  assum ption th a t  all sound 
sources are co-located in bearing. A lthough not re
quired by ICA, such an alignment is needed to  ensure 
th a t  a given call appears in the  same tim e window for 
all hydrophones.

Tim e aligning the  different receivers is equivalent to

2D a ta  provided by Susan Parks  of th e  W oods Hole Oceano
graphic In s t i tu te  from recordings m ade by Scott K raus of the 
New England A quarium.
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source localization in bearing. Since the expected 
source signals are transient and broadband, the usual 
narrowband subspace methods for bearing estimation 
are rejected in favor of an approach using cross-corre
lations. In this approach, a reference receiver, labeled 
m0, is chosen, and cross-correlations are computed 
for each receiver paired with the selected reference. 
Rather than search for peaks in the receiver cross
correlations, a set of physically realizable time delays 
is computed based on the geometry of the receiver 
array and a hypothesized source bearing.

The delays are computed under the assumption of a 
constant sound speed, c, and direct path propagation. 
To do this, an asymptotic result is used. If the source 
range is much larger than the spatial extent of the 
array, then the relative time delay for receiver m  is 
given approximately by

rm = -  (A xm cos 9 +  Aym sin 6) / c, (5)

where A x  rrl x ,,, , A y rn = yjn Vmo ■ &nd 9
is the hypothesized source angle. At short ranges, 
propagation in the vertical direction will cause this 
approximation to underestimate the magnitude of the 
time delays.

Each value of 9 gives a different set of delays. If we 
consider the cross-correlation pm(r) between receiver 
m  and the reference, then a measure of goodness of 
fit would be the sum of |pm(rm)|2 over m; i.e., the 
beam intensity in the 9 direction. For perfect align
ment of data that differ only by a translation in time, 
this quantity will have a peak value of M.  Thus, max
imizing over 9 gives an estimate of the source bearing 
and, with it, the delay estimates, fm, needed to per
form time alignment.

Having aligned the receiver data, we next run a win
dow of fixed width w and offset tn = n A t  such that 
0 < tn < T  — w, where T  is the maximum time 
recorded. In general, A t  may be taken to be smaller 
than w. In our work we found that w — 2 sec, 
which adequately bounds the duration of a typical 
right whale call, and A t  =  w/2  appear to work quite 
well.

The ICA algorithm described in Sec. 2 is applied to 
the data after preprocessing through PC A. The num
ber of independent components to be extracted is vari
able (up to the number of receivers), but we have 
found that for detection purposes it is best to extract 
only two independent components (ICs). These are 
ranked according to their absolute kurtosis value, and 
the component with the largest such value is taken to 
be the one that would contain the source signal.

Detection is based on the non-Gaussianity of the first 
independent component extracted. For a detection 
statistic, we chose the Kolmogorov-Smirnov (KS) sta
tistic, which measures the largest difference between

-67  -66  5 -66  -65  5
Longitude (deg)

F ig u re  2: B athym etry  for the  Bay of Fundy a t 0 .1-minute 
resolution. New Brunswick is a t  the  top  of the  figure; 
Nova Scotia appears on the  bo tto m  right. The dep th  is in 
m eters. The positions of th e  five OBHs are indicated in the  
figure, a t  the  left and center of each letter. (Bathym etric  
d a ta  courtesy of the  Naval Oceanographic Office)

the empirical CDF of the first IC, suitably standard
ized, and a standard normal distribution [5]. The 
KS statistic has the desirable property that, for large 
samples, its distribution is independent of that of the 
underlying data. This allows one to set a detection 
threshold for a desired probability of false alarm (PFA). 
For a standard PFA of 5%, the critical value of the 
KS statistic is about 1.36.

4 APPLICATIO N TO RIG H T W HALE  
DATA  

4.1 D ata Description

The detection algorithm was applied to data collected 
from the Bay of Fundy in September of 2002 on five 
Ocean Bottom Hydrophones (OBHs). The OBHs 
(OAS model E-2SD) are omnidirectional hydrophones 
that are moored about 0.9 m from the seafloor when 
normally deployed. The positions of the OBHs are 
shown in Fig. 2 in relation to the local bathymetry.

The locally measured sound speed profile (SSP) is 
shown in Fig. 3. The strongly downward refracting 
profile together with a shallow bottom implies that 
sound propagation will tend to be limited in range 
due to multiple bottom interactions. From reciprocity 
we may also observe that very little sound from the 
surface propagates to the bottom via a direct path.

The data set itself consists of 15 segments, each about 
30 sec in length. All contain vocalizations from one 
or more right whales in the area. Of the 15 segments, 
the first five are so-called “gunshot” calls, which ap
pear as broadband impulsive transients. The remain
ing segments contain low (segments 6-13) and mid-

51 - Vol. 32 No. 2 (2004) Canadian Acoustics / Acoustique canadienne



0 1

20 

40 

60-

i 80" 
+= 100-
<D

Q 120

140

160

180-

1470 1480 
Sound Speed (m/s)

0.9

c °-8
, o

^ 0 7u- '
1C
Q 0.6 e□
t  0.5

ÿ 0.4 

0.3g
CL

0.2

0.1

0
0 0.4 0.6

Probability of False Alarm

Figure 3: Plot of the sound speed profile in the Bay of 
Fundy during September 2002, as determined from local 
Expendable Bathythermograph (XBT) and Conductivity- 
Temperature-Depth (CTD) measurements . A mixed layer 
of some 40 m is evident.
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Figure 4: Plot of the spectrograms for the first data seg
ment on all five OBHs. The gunshot is visible at about 15 
sec on OBH L. OBH H and J did not register the gunshot 
well. The frequency, in Hz, is plotted along the vertical 
axis. The magnitude of the spectrogram is given in arbi
trary units on a logarithmic scale.

frequency (segments 14 & 15) upsweeps. Fig. 4 shows 
the spectrograms for the first time segment, illustrat
ing a gunshot call. Note that the data on OBHs H 
and J is very poor.3

4.2  D e te c t io n  R e su lt s

Due to the nature of the data collected, ground truth 
is not available for a true assessment of detector per
formance. In lieu of this, detections based on human 
observations were used as truth to baseline the per
formance of the detector. For each of the 15 data seg
ments, the start and stop times of each right whale 
call were determined by aural clues and visual inspec-

3OBH J was know to suffer from hardw are problems. The 
low am pli tude  in OBH H may be due to  its location relative to 
th e  right whale pod, which was known to be sou th  of th e  array.
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Figure 5: ROC curve comparing detection performance of 
PCA (solid curve) versus ICA (dashed curve). The dotted 
diagonal line represents random chance.

tion of the spectrograms. All such times were based 
relative to OBH L, which lay in the center of the array.

A called detection was considered correct (true posi
tive) if the time window [tn, tn +  w] in which the KS 
statistic exceeded the threshold intersected with the 
truthed call interval described above. The probability 
of detection (PD) was then defined as the ratio of the 
number of true positives to the total number of true 
positives and true negatives. Similarly, the probabil
ity of false alarm (PFA) was defined as the ratio of the 
number of false positives to the total number of false 
positives and false negatives. By sweeping through a 
range of threshold values, a receiver operating char
acteristics (ROC) curve of PD versus PFA could then 
be generated. It is this ROC curve that we use as our 
metric of performance.

In Fig. 5 we compare the detection performance of 
ICA, with PCA as a preprocessing step, versus PCA 
alone. The results suggest that there is very little 
improvement gained by ICA over PCA, with the two 
ROC curves being almost identical. Clearly, the bulk 
of the work done in separating independent signals 
is done simply by linearly transforming the data so 
that the phones are uncorrelated. Since the PCA al
gorithm is much faster (about 100 times faster than 
ICA), this suggests that it may be the better choice 
for a real-time system.

Detection is performed by computing the KS statis
tic on the first independent (or principle) component 
estimated. If we compare the discriminating power of 
this first component to the second, we see from Fig. 6 
that detection performance is severely degraded by us
ing the latter. This suggests that the signal contained 
in the first component really does have information 
content useful for detection.

We have developed a method for time aligning data 
from spatially separated receivers. As shown in Fig.
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Figure 6: ROC curve comparing detection performance 
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Figure 8: M agnitude of normalized cross-correlations for 
the five OBHs relative to OBH L. The solid vertical line in
dicates the estimated time delay; the dotted line indicates 
the peak value.

Figure 7: ROC curve comparing detection performance 
w ithout time alignment (solid curve) and w ith time align
ment (dashed curve).

7, however, this procedure has been found to actually 
decrease overall detector performance. The reason for 
this appears to be that the cross-phone correlations 
contain very little information with which to discrim
inate different lag times. This can be seen in Fig. 8, 
where we have plotted the cross-correlations for each 
OBH relative to OBH L. The cross-correlations are 
flat and noisy, making estimation of time delays dif
ficult, and small errors in estimating the peak can 
translate into huge errors in the delays.

Finally, we considered the effect of removing the two 
problematic OBHs, H and J, from the analysis. Inter
estingly, though the two phones were very noisy, there 
is a significant drop in the performance of the detec
tor. Furthermore, if time aligning is performed with 
these two OBHs removed, the results are comparable 
to that when no time aligning is performed.

Figure 9: ROC curve comparing detection performance 
using all five OBHs (solid curve) versus th a t when OBHs 
H and J  are removed (dashed curve).
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5 D ISC U SSIO N  OF RESULTS

In this paper we have described an algorithm for pas
sive acoustic detection of marine mammals using in
dependent component analysis. This algorithm was 
implemented and tested on data collected in the Bay 
of Fundy and containing a variety of right whale calls. 
The performance of the detector was such that it was 
possible to find an operating point on the ROC curve 
such that about three-fourths of whales are detected 
with about a third of all calls being false alarms.

In comparing ICA against PCA, it was found that 
ICA provides little improvement over PCA when the 
latter is used as a preprocessing step. This suggests 
that decorrelating the data goes a long way towards 
achieving statistical independence. PCA is much faster 
than ICA, at least in the implementation used based 
on mutual information, and is therefore recommended 
for use in place of ICA for detection purposes. Using 
PCA alone, the detection algorithm is able to run in 
well under real time.

Procedures for estimating relative delays and time 
aligning the receiver data were frustrated by hard
ware issues and noisy data. A consequence of poor 
delay estimation was that detector performance actu
ally worsened when these corrective techniques were 
applied. Since the PCA component of the algorithm 
is sufficiently fast to allow for additional processing, 
it may be that inclusion of a better localization al
gorithm, such as matched field processing, is possible 
within a real-time system.

For marine mammal classification, the ICA algorithm 
presented may be suitable as a preprocessing step to 
feed into a large classifier. Non-Gaussianity as a met
ric for detection is useful for separating out ambient 
background sounds, but it alone is not suitable for 
classification. ICA may be useful in this regard by 
providing an estimate of the extracted source signal, 
which may then be used to classify the source into 
more specific categories.
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