FREQUENCY-BASED SIGNAL PROCESSING FOR ULTRASOUND COLOR FLOW IMAGING

Institute of Biomaterials and Biomedical Engineering, University of Toronto
164 College Street, Toronto, ON, Canada. M5S 3G9
cobbold@ecf.utoronto.ca

ABSTRACT

In ultrasound color flow imaging, the computation of flow estimates is well-recognized as a challenging problem from a signal processing perspective. The flow visualization performance of this imaging tool is often affected by error sources such as the lack of abundant signal samples available for processing, the presence of wideband clutter in the acquired signals, and the flow signal distortions that may arise during clutter suppression. In this article, we review existing frequency-based signal processing approaches reported in the ultrasound literature and evaluate their theoretical advantages as well as limitations. In particular, four major classes of clutter filter designs are considered: FIR/IIR filtering, polynomial regression, clutter-downmixing, and eigen-regression. Also, three types of frequency estimators are discussed: lag-one autocorrelation, autoregressive modeling, and MUSIC. In examining these approaches, it was concluded that eigen-based methods like the eigen-regression filter and the MUSIC estimator can better adapt to the Doppler signal characteristics, and thus they seem to have more potential for obtaining flow estimates that are less affected by the signal processing error sources.

1. INTRODUCTION

Ultrasound color flow imaging is a diagnostic tool that is useful to the study of cardiovascular flow dynamics. As reviewed by Ferrara and DeAngelis [1], it has been used to identify the presence of vascular stenoses, assess complicated flow patterns, diagnose for the development of aneurysms and tumors, study the patency of implanted shunts, and visualize blood regurgitations between heart chambers during a cardiac cycle. More recently, this diagnostic tool has found new applications such as micro-circulation assessment in the eyes [2], treatment response monitoring during cancer therapies [3], contractility examination of heart muscles [4], and guidance of interventional devices [5]. Comparing with other non-invasive vascular imaging modalities such as magnetic resonance angiography, ultrasound color flow imaging has the advantage of being able to provide flow information in real-time [6]. Furthermore, it is an imaging tool that is more affordable by most clinics.

Given the widespread use of ultrasound color flow imaging in medical diagnostics, it is important for these images to provide accurate visualization of the vascular flow dynamics. As pointed out in some evaluation studies (e.g. see [7][8]), failure to provide accurate flow information in color flow images may lead to an increased risk of mis-
diagnosis and may cause assessment difficulties during long-term patient monitoring. However, from a signal processing perspective, there are several factors that tend to reduce the accuracy of blood flow estimates displayed in color flow images. These sources of errors can generally be divided into two categories: 1) those that arise during suppression of clutter in the color flow data, and 2) those that arise during estimation of blood flow velocities. The main signal processing sources of errors encountered during clutter suppression are mainly associated with the small Doppler ensemble size (less than 20 samples) available for data processing and the possible presence of wideband clutter when using longer data acquisition periods. On the other hand, the primary signal processing error source in velocity estimation is related to the blood signal distortions resulting from the clutter filtering process. In terms of their impact, these error sources may lead to the appearance of spurious or erroneous flow map pixels (commonly referred to as flash artifacts) in the color flow images. In turn, they may obscure visualization of the underlying flow dynamics.

The intent of this paper is to point out the origin of signal processing problems encountered in ultrasound color flow imaging and survey the approaches that have been reported previously to resolve these problems. In particular, it is our intent to theoretically compare various clutter filter designs and frequency-based flow estimation methods reported in the ultrasound literature. To help formulate our discussion, we begin with a general overview on the principles of color flow imaging. The signal processing error sources and existing solutions will then be described later on. Note that many of the signal processing strategies covered in this article are also used in advanced color flow imaging schemes like three-dimensional (3D) flow mapping [9], dual-beam vector flow studies [10], high-frequency flow imaging [11], and contrast-enhanced flow studies [12]. However, this article will not directly discuss the issues specific to these advanced imaging techniques.

2. OVERVIEW OF ULTRASOUND COLOR FLOW IMAGING

2.1. Fundamental Principles

As recently pointed out in a historical account by Cobbold [13] (Sec. 10.7), ultrasound color flow imaging was first commercially introduced in the 1980s. This technique is based on the periodic transmission of finite-duration ultrasound pulses into the imaging view and the subsequent processing of pulse echoes returned from tissue as well as blood scatterers. For this technique, flow information is derived by measuring the relative time shifts between pulse echoes (i.e. pulse-to-pulse changes in the echo return time), whereby the shift magnitude is dependent on the scatterer velocity. As derived in various ultrasound textbooks (e.g. see Sec. 10.2 in [13]), the inter-pulse time shift \( t_D \) can be described by the following expression:

\[
  t_D = \frac{2vT_{PRI}}{c_o} \cos \theta, \quad (1a)
\]

where \( v \) is the scatterer velocity, \( T_{PRI} \) is the pulse repetition interval, \( c_o \) is the speed of sound, \( \theta \) is the beam-flow angle, and the factor of two indicates round-trip propagation. Note that the time shifts described in (1a) can actually be interpreted as a frequency-shift mechanism. In particular, given that frequency is equal to the phase change over time (by definition), the time shift between pulse echoes carries the following frequency interpretation:

\[
  f_D = \frac{\Delta \phi}{\Delta t} = \frac{f_0 t_D}{T_{PRI}} = \frac{2vf_o}{c_o} \cos \theta, \quad (1b)
\]

where \( \Delta \phi = f_D t_D \) indicates the phase change between pulse echoes. It is worth pointing out that (1b) essentially has the same form as the Doppler equation that is well-known in physics. Hence, color flow imaging is often perceived as a Doppler-based flow visualization technique.

Figure 1. Overview of a generic ultrasound color flow imaging system. Shown in (a) and (b) are the block diagrams for the data acquisition and signal processing stages.
2.2. System-Level Description

Data Acquisition

From a system-level perspective, the formation of each color flow image can be divided into two main stages: data acquisition and signal processing. As illustrated in Figure 1a, the data acquisition stage first involves the use of an ultrasound transducer (often an array transducer) to transmit the pulse firings and collect the returned echoes. In order to produce an image, the pulse firing sequence is repeated for different beam lines within the field of view. Subsequently, the received echoes from the different pulse firings are individually downmixed to baseband by mixing the echoes with the carrier frequency of the transmitted pulse and applying a lowpass filter to retain only the baseband spectral components in the mixed echoes. For this downmixing process, the in-phase/quadrature (I/Q) demodulation scheme is often implemented so that the analytic form of the pulse echoes can be obtained for subsequent analysis. After the pulse echoes are downmixed, they are sampled at time points that correspond to various depths in order to study the inter-pulse phase changes or time shifts at various axial and lateral positions (i.e. sample volumes) within the field of view. The resulting data samples can then be arranged into a 3D data array: one dimension for pulse number, one for depth/axial position, and the other for line/lateral position. Since the pulse-number dimension of the 3D data array essentially contains information on the inter-pulse phase changes, this dimension is also referred to as the Doppler axis\(^1\). As well, the ensemble of pulse echo samples for a particular sample volume is referred to as the Doppler signal. Note that, in general, this entire data acquisition procedure can be considered as a sampling mechanism in which one Doppler data sample is collected for each sample volume along a beam line during each pulse firing.

1 The pulse-number dimension is also referred to as the “slow-time” axis, while the depth dimension is sometimes called the “fast-time” axis.

Signal Processing

In the signal processing stage of ultrasound color flow imaging, a flow power map and a velocity map are computed from the array of Doppler signals acquired through the pulse firings. Most commercial systems compute these two forms of flow information through a frequency-based estimation approach (i.e. by studying the inter-pulse phase changes) because of its relatively simpler computation complexity as compared to time-shift-based estimation approaches (see Sec. 4.5.3 in [14]). As shown in Figure 1b, the frequency-domain flow estimation process first involves the use of a digital highpass filter to suppress low-frequency echoes that may be present in each Doppler signal. This filtering operation is carried out in attempt to distinguish the Doppler echoes of blood scatterers from signal clutter originating from acoustic reverberations of nearby tissues (whose strength can reach 60-80 dB greater than blood depending on the scanner’s dynamic range). After the filtered data samples are obtained, the average power of each post-filter Doppler signal is estimated by simply finding the mean-squared signal value. The velocity estimate for each sample volume is also determined by first finding the mean Doppler frequency of the filtered signal and then converting this estimate into a velocity value via the Doppler equation (and assuming that the other parameters are constants). Once the power and velocity estimates are computed for all the sample volumes, they are turned into image pixels by respectively mapping the flow estimates onto a power map color scale and a velocity map color scale. Since blood flow may not be present in all places within the field of view, spurious map pixels are removed from the power and velocity maps if their corresponding filtered Doppler power is below a threshold. Finally, the resulting flow map is superimposed onto a B-mode image to form a duplex display, thereby enabling the flow information to be related to the underlying structure.

Figure 2 shows an example of flow power map and velocity map for a human common carotid artery and the adjacent jugular vein. Note that, at large beam-flow angles, the flow power map has diagnostic advantage over the
velocity map because the echo power returned from blood scatterers is essentially independent of the beam-flow angle (while the time shift magnitude is angle-dependent). On the other hand, the velocity map has the advantage of being able to provide directional flow information that is clinically important for the identification of arteries and veins.

3. SIGNAL PROCESSING CHALLENGES IN COLOR FLOW IMAGING

3.1. Challenges in Clutter Suppression

Doppler Ensemble Size Limitations

In color flow imaging, the range of pulse repetition intervals that can be used for data acquisition is bounded by two factors: real-time imaging requirements and imaging depth limits. In particular, the maximum pulse repetition interval mainly depends on real-time constraints because all the pulse echoes from every beam line need to be acquired within a frame period that corresponds to a real-time frame rate (i.e. at least 5-10 Hz). On the contrary, the minimum pulse repetition interval depends primarily on the maximum imaging depth because sufficient time between firings is needed to collect pulse echoes from the field of view. Based on the two constraints, the pulse repetition interval $T_{PRI}$ must be defined within the following range for a given maximum depth $d_{max}$, acoustic speed $c_o$, frame period $T_F$, number of beam lines $N_L$, and Doppler ensemble size $N_D$:

$$\frac{2d_{max}}{c_o} \leq T_{PRI} \leq \frac{T_F}{N_L N_D}.$$  \hspace{1cm} (2)

Amongst the three dependent factors seen in the upper limit of (2), the Doppler ensemble size $N_D$ is the only factor that can be modified for a given image dimension and frame rate. Typically, for an imaging view with 30-60 beam lines, the ensemble size available for each Doppler sample volume is limited to fewer than 20 samples so that the pulse repetition interval can be set to a value that satisfies both real-time constraints and imaging depth limits. However, with such a small ensemble size, it becomes more difficult to suppress low-frequency clutter in the Doppler signal because the transient response of digital filters tends to dominate the filter output for small input ensembles [15]. In order to address this problem, it is necessary to develop strategies that can mitigate the transient filtering effects.

Wideband Clutter Problems

Since the Doppler ensembles are sampled data after all, they are inherently limited to a finite Doppler spectral resolution. From sampling theory, it is well-known that the spectral resolution inversely depends on the ensemble period (i.e. $f_{res} = 1/N_D T_{PRI}$). By substituting this relation into the Doppler equation as given by (1b), the velocity resolution of a Doppler ensemble is given by:

$$v_{res} = \frac{c_o}{2 f_o N_D T_{PRI} \cos \theta}.$$  \hspace{1cm} (3)

As seen in (3), an increase in ensemble period $N_D T_{PRI}$ or ultrasound frequency $f_o$ can result in an improved velocity resolution, which is often important for studying slow flow dynamics. However, amongst these two factors, it is only feasible to increase the ensemble period when imaging low-velocity flow at greater depths because high-frequency ultrasound cannot penetrate well into tissue. Such a lengthening of the ensemble period though may be a problem because tissues may undergo substantial motion over this extended period. As pointed out by Heimdal and Torp [16], the clutter component of the Doppler signal may become more wideband as a result and may actually be shifted away from zero frequency. To account for this wideband Doppler clutter, it may be possible to simply use a highpass filter that has a widened stopband (plus suitable transient-reduction methods). Nonetheless, this approach may concomitantly suppress a substantial portion of the blood echoes.

3.2. Challenges in Velocity Estimation

Carrier Frequency Variations

Given the filtered Doppler signal, one simple way of estimating the mean flow velocity is to compute the mean Doppler frequency from the Doppler spectral moments and then use (1b) to convert the mean frequency estimate into velocity. However, the resulting velocity estimates may be biased when there are variations in the carrier frequency of returned echoes simply because the pulse carrier frequency is one of the governing factors in the Doppler equation [17]. As described in a few studies [18][19], attenuation and scattering are the two primary distortion mechanisms that affect the pulse carrier frequency. They tend to bring about a gradual shift in the pulse carrier frequency as the imaging depth increases, and the shift magnitude per unit depth is mainly dependent on the bandwidth of the transmit pulse. Fortunately, this problem is usually of less concern in color flow imaging because narrowband transmit pulses (in the form of multi-cycle sinusoidal bursts) typically need to be used in order to improve the blood echo sensitivity and maintain adequate blood-signal-to-noise ratios. Nonetheless, variations in the carrier frequency can become a significant velocity biasing problem when wideband transmit pulses are used for data acquisition.

Clutter Filter Distortions

The primary side effect of using a filter to suppress low-frequency clutter is that the blood component of the Doppler signal may be distorted due to non-idealities in the filter’s frequency response [20][21]. The distortions can be particularly severe if the blood signal’s Doppler spectral components are located near the cutoff frequency and its transition region. As a result of these potential distortions, there may be a bias in the mean velocity estimates computed from the filtered Doppler signal. Note that, at low blood-signal-to-noise ratios, the biasing problem becomes worse because the clutter filter also distorts the background white noise and thereby adds further bias to the flow estimates. Hence, the clutter filter is often considered as a principal source of bias in the velocity estimation process.
Background Considerations

The raw (i.e. unfiltered) Doppler data provides velocity estimation methods that can be directly applied to the Doppler signal. To avoid this biasing source, it is beneficial to develop velocity estimation methods that can be directly applied to the raw (i.e. unfiltered) Doppler data.

4. EXISTING CLUTTER FILTER DESIGNS

4.1. Non-Adaptive Filters

Background Considerations

To facilitate description of clutter filter designs, we first consider a simple Doppler signal model for an individual sample volume (or map pixel location). As shown in Figure 3, the Doppler signal is consisted of low-frequency clutter echoes, blood echoes, and random white noise. For a given Doppler ensemble size \(N_D\), this signal model can be written in the following vector form:

\[
x = [x(0), x(1), \ldots, x(N_D - 1)]^T = b + c + w,
\]

where \(x(n)\) is the \(n\)th Doppler data sample, while \(x, b, c,\) and \(w\) are vectors of length \(N_D\) for the Doppler signal, the blood echoes, the clutter echoes, and white noise respectively. To study the Doppler frequency (or time shifts) of blood echoes in the Doppler signal, it is often necessary to first use a high-pass filter to suppress the high-energy, low-frequency clutter. From a vector space perspective, this filtering task can be considered as the application of a linear matrix operator on the Doppler signal vector. As such, the filtered Doppler signal vector \(y\) can be expressed as follows:

\[
y = [y(0), y(1), \ldots, y(N_D - 1)]^T = Fx,
\]

where \(y(n)\) is the \(n\)th filtered sample and \(F\) is an \(N_D \times N_D\) filter matrix. Note that, depending on how the filter matrix is formed, the clutter filter may have a time-variant frequency response. Thus, as pointed out by Torp [15], the filter's frequency response may not be equal to the Fourier transform of its impulse response. Nevertheless, it is still possible to numerically compute the frequency response of these time-variant clutter filters by finding the filter's output power for different complex sinusoid inputs. Based on this notion, the filter response \(H(f_D)\) at a particular Doppler frequency can be expressed as follows:

\[
H(f_D) = \|Fv_{CS}\|^2 = v_{CS}^H F^H F v_{CS},
\]

where \(v_{CS}\) is a complex sinusoid vector of length \(N_D\), and is given by:

\[
v_{CS} = [e^{j2\pi f_D}, \ldots, e^{j2\pi f_D(N_D-2)}, e^{j2\pi f_D(N_D-1)}]^T.
\]

FIR and IIR Filters

It is well-known that the finite impulse response (FIR) filter and the infinite impulse response (IIR) filter are the two common types of linear filters used in signal processing. As described in various signal processing textbooks (e.g. see Ch. 6 and 7 in [22]), the FIR filter is a non-recursive filter whose output samples only depend on the input data samples, and hence its impulse response has a finite duration. On the other hand, the IIR filter is a recursive filter whose output samples depend on both input data samples and past output, and correspondingly its impulse response carries on for an infinite time. For both types of filters, the filter order is essentially equivalent to the number of input samples that each filter output depends on. A higher filter order can yield a sharper transition band and a more uniform passband in the filter’s steady-state frequency response, but it also brings about a lengthening of the filter’s transient response. Note that, for a \(K\)-order IIR filter, its \(n\)th output sample can be expressed as follows:

\[
y(n) = -\sum_{k=1}^{K} c_k y(n-k) + \sum_{k=0}^{K} b_k x(n-k),
\]

where \(c_k\) and \(b_k\) are the respective weights of past output samples and input samples used in the filter, and they can be found using approaches like Butterworth and Chebyshev design methods. The output for FIR filters essentially has the same form as shown in (7a) except that all the weights of past output samples are set to zero (i.e. \(c_k=0\)). The input weights for FIR filters can be found using approaches such as the windowing method and the Parks-McClellan algorithm.

From a state-space perspective, the output of both FIR and IIR filters can be considered as a joint contribution from the filter’s initial state and the input samples. In particular, as described by Bjaerum et al. [23], the filter output can be expressed in the following vector form:

\[
y = Ty_{\text{init}} + Sx,
\]

where \(y_{\text{init}}\) is the initial filter state vector of length \(K\) (i.e. the filter order), while \(T\) and \(S\) are respectively the transient filter matrix (of size \(N_D \times K\)) and the steady-state filter matrix (of size \(N_D \times N_D\)) whose entries depend on the filter weights \(c_k\) and \(b_k\) shown in (7a). For FIR filters, the initial filter state vector only affects the filter output for a finite duration; however, for IIR filters, this vector has an effect on the filter output all the time since the filter’s impulse response never vanishes. As such, the initial state vector should be defined in a way so that the filter’s transient effects can be mitigated. Based on this notion, a few studies have considered the use of time-variant initialization approaches like step initialization and projection initialization [24][25].

Recently, Bjaerum et al. [23] have shown that projection initialization is more effective because it gives a stopband frequency response that looks most similar to the steady-state response. This initialization approach, as
In terms of the curve shapes used for the clutter model, low-order polynomials are often suitable because clutter echoes are generally consists of low frequency components. Thus, polynomial basis vectors are typically used for the columns of the clutter subspace matrix. For a $K$-order polynomial clutter model $\mathbf{c}$, the subspace matrix $\mathbf{C}$ is an $N_D \times (K+1)$ matrix that has the following form:

$$
\mathbf{C} = \left[ \begin{array}{cccc}
\mathbf{p}_0 & \mathbf{p}_1 & \cdots & \mathbf{p}_K \\
\end{array} \right],
$$

(10)

where $\mathbf{p}_k$ and $\mathbf{p}_l$ are the respective least-squares fitting coefficient and the length-$N_D$ basis vector for the $k^{th}$-order polynomial (usually ranged between −1 and +1). Based on this notion, Hoeks et al. [28] have considered using first and second order polynomial clutter models, while Kadi and Loupas [25] have evaluated the use of polynomial models up to the fourth order. Torp [15] has subsequently generalized this filtering approach by using orthogonal polynomials such as Legendre or Chebyshev polynomials\(^2\) for the clutter model. In terms of its performance, Bjaerum et al. [23] have shown that, for the same filter order, the polynomial regression filter have a similar frequency response as the one for the projection-initialized IIR filter at low nominal cutoff frequencies. However, the polynomial regression filter has lesser flexibility in adjusting the width of the filter stopband since the filter response can only be changed by varying the filter order (whereas IIR filters can also vary the nominal cutoff frequency). Note that, besides the use of polynomials, other basis sets such as wavelets can also be used for the regression filter. For instance, Cloutier et al. [29] have modeled clutter as a sum of Gabor wavelets (orthogonal bases with different frequencies and Gaussian envelopes) that match the principal Doppler signal contents.

4.2. Adaptive Filters

Background Considerations

When using non-adaptive filters for clutter suppression, it is inherently assumed that the clutter spectral contents of all the mapped pixels would fall within a certain low Doppler frequency band. As such, the same clutter filter is often applied to the Doppler signal of all map pixels. Nonetheless, clutter suppression would likely be more effective if the filter stopband can be selected adaptively according to the local clutter characteristics of individual map pixels. For instance, in performing clutter filtering on Doppler data acquired under substantial tissue motion, the filter stopband may need to be dynamically adjusted because the Doppler clutter of some map pixels may not be centered around zero frequency. Based on this principle, Yoo et al. [30] have proposed the use of a filter bank approach whereby the width of the filter stopband can be changed depending on the magnitude of the mean clutter.

---

\(^2\) Legendre and Chebyshev polynomials can be obtained by orthogonalizing the polynomial set \{1, n, n^2, \ldots\}. 

---

![Figure 4. Actual and steady-state filter response of a projection-initialized IIR filter. Shown are the responses for a 3rd-order Chebychev IIR filter (100 Hz nominal cutoff) when $N_B$=10. The Doppler sampling rate was 1 kHz.](image)
frequency. However, when a wider filter stopband is used, this clutter suppression approach may concomitantly suppress a substantial portion of the blood echoes in the Doppler spectrum, and as a result the sensitivity of flow detection may be decreased. In order to effectively suppress clutter originating from tissue motion, it is beneficial to design filters that can adapt its stopband to the clutter spectral characteristics. This rationale is the fundamental basis of adaptive clutter filters.

Clutter-Downmixing Filters

In the presence of tissue motion, one intuitive way of adaptively suppressing Doppler clutter is to design and use a bandpass filter whose stopband is centered at the mean clutter frequency. To implement this approach, however, high computation power would be required because of the need to design a different bandpass filter for each map pixel. As an equivalent way of realizing the same bandpass filter operation, it is possible to first downmix the Doppler signal with the mean clutter frequency before carrying out a highpass filtering operation. An illustration of this clutter downmixing strategy, which was originally introduced by Thomas and Hall [31] and Brands et al. [32], is shown in Figure 5. Mathematically, the $n$th sample of the downmixed Doppler signal $x_{DM}(n)$ can be expressed as:

$$x_{DM}(n) = x(n)e^{-j\phi(n)} \quad \text{for } \phi(n) = \frac{2\pi f_{DM} n}{f_{PRI}}, \tag{11a}$$

$$x_{DM}(n) = D_0 x \quad \text{for } D = \text{diag}[e^{-j\delta_0}, e^{-j\delta_1}, \ldots, e^{-j\delta_{N_D - 1}}]. \tag{11b}$$

After the downmixing, any type of non-adaptive filter can generally be used to suppress the zero-frequency centered Doppler clutter. Correspondingly, the overall filter matrix of a filter with clutter downmixing is simply equal to the multiplication between the original filter matrix $F$ and the downmixing operator $D$. As seen in Figure 5, this filtering strategy is particularly useful when clutter and blood scatterers give Doppler frequency components of different signs (i.e. when they move in opposite directions), because in this case the blood spectrum can more likely be preserved after the downmixing step. Note that, as described by Bjarum et al. [33], the performance of the downmixing filter can be further improved if instantaneous clutter frequencies are used for the phase terms in the downmixing operator. Nevertheless, to accurately estimate the instantaneous frequencies, one would require the use of multiple Doppler signal vectors that are statistically stationary.

Eigen-Regression Filters

Another way of adaptively suppressing Doppler clutter is to directly analyze the composition of the Doppler signal and remove a composition subset that corresponds to clutter. This filtering strategy is essentially the same as using a regression filter whose clutter model consists of a subset of components seen in the Doppler signal composition. In terms of its implementation, the signal analysis can be effectively carried out by decomposing the Doppler data into a series of adaptable, orthogonal basis functions (as opposed to fixed ones like the Fourier expansion). As discussed in algebra textbooks (e.g. see Sec. 6.8 in [27]), such decomposition is often referred to as the Karhunen-Loève (KL) expansion or principal component analysis, and it can be computed through eigen-decomposition of the Doppler signal’s correlation matrix. For a Doppler ensemble size $N_D$, the KL expansion is given by:

$$x = \sum_{k=1}^{N_D} \gamma_k e_k \quad \text{for } \mathbb{E}\{\gamma_k \gamma_l^H\} = \begin{cases} \lambda_k, & k = l \\ 0, & k \neq l \end{cases}, \tag{12a}$$

where $\gamma_k$ is the $k$th expansion coefficient, while $\lambda_k$ and $e_k$ are the respective eigenvalue and eigenvector corresponding to the $k$th orthogonal basis function. Note that the eigenvalues and eigenvectors are related to the signal vector by:

$$\sum_{k=1}^{N_D} \lambda_k e_k e_k^H = \mathbb{E}\{xx^H\} = R_x, \tag{12b}$$

where $R_x = \mathbb{E}\{xx^H\}$ refers to the statistical correlation matrix of the Doppler signal. In practice, this matrix can be estimated via ensemble averaging as follows:

$$R_x = \frac{1}{M} \sum_{m=1}^{M} x_m x_m^H, \tag{12c}$$

where $M$ is the number of Doppler signal vectors (or snapshots) that are statistically stationary and $x_m$ indicates the Doppler signal vector for the $m$th snapshot.

Since clutter often has a much higher strength than blood echoes and white noise, the signal decomposition
Table 1. Comparison of Existing Clutter Filter Designs

<table>
<thead>
<tr>
<th>Type</th>
<th>Filter Equation</th>
<th>Stopband Adjustment</th>
<th>Advantage</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIR + proj. initialization</td>
<td>$y = \left[1 - TT \right] S x$ (both $T, S$ are fixed state-space matrices)</td>
<td>Through changes in</td>
<td>Simple to carry out once</td>
<td>Does not adapt to Doppler signal; efficacy depends on</td>
</tr>
<tr>
<td></td>
<td></td>
<td>filter order and</td>
<td>filter coefficients are found</td>
<td>choice of filter parameters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>nominal cutoff freq.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polynomial regression</td>
<td>$y = \left[1 - CC^T \right] x$ ($C$ is a fixed polynomial matrix)</td>
<td>By choice of clutter</td>
<td>Same as above</td>
<td>Same as above</td>
</tr>
<tr>
<td></td>
<td></td>
<td>polynomial order</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clutter downmixing</td>
<td>$y = FDx$ ($F$ is a fixed filter matrix; $D$ is an adaptive downmixing matrix)</td>
<td>From changes to</td>
<td>Improves highpass filtering</td>
<td>Efficacy depends on choice of non-adaptive filter and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>stopband of the non-</td>
<td>by first downmixing clutter</td>
<td>accuracy of downmixing matrix</td>
</tr>
<tr>
<td></td>
<td></td>
<td>adaptive filter</td>
<td>to zero frequency</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eigen-regression</td>
<td>$y = \left[1 - CC^T \right] x$ ($C$ is an adaptive clutter subspace matrix)</td>
<td>Via selection of clutter eigen-space dimension</td>
<td>Adapts filter matrix to Doppler signal contents via KL expansion</td>
<td>Needs multiple snapshots to find correlation matrix; efficacy depends on choice of clutter dimension</td>
</tr>
</tbody>
</table>

Given in (12a) would have high-energy basis functions (or principal components) that correspond to clutter. Hence, as pointed out by Bjærum et al. [33], Doppler clutter can be suppressed by using the basis vectors of these high-energy components as the clutter model for a regression filter. In particular, when $K$ of the $N_D$ basis functions correspond to clutter (i.e. with a clutter eigen-space dimension equal to $K$), the resulting clutter model and the clutter subspace matrix for an eigen-based regression filter can be expressed as:

$$\hat{c} = \sum_{k=1}^{K} c_k e_k \Leftrightarrow C = \begin{bmatrix} c_1 & e_1 & \cdots & e_K \end{bmatrix},$$

(13)

and the filter matrix would carry the same form shown in (10). Similar forms of this eigen-based filter have been reported in studies on sweep-scan-based flow imaging [34] as well as strain-flow imaging [35]. Note that, as described by Ledoux et al. [36], the same filtering strategy can also be performed by applying singular value decomposition (SVD) to a multi-snapshot data matrix constructed from stacking together a number of stationary Doppler signal vectors. As well, as reported by Gallippi and Trahey [37], the Doppler spectral analysis can be carried out using another approach called independent component analysis that decomposes a signal into a series of statistically independent basis functions (as opposed to orthogonal ones). This latter approach has been applied to suppress clutter in acoustic radiation force imaging [38].

4.3. Comparison of Clutter Filters

Table 1 summarizes and compares the main features of the four types of clutter filters described in this section. From this table, it can be seen that the two non-adaptive filters (projection-initialized IIR and polynomial regression) are simpler to implement than adaptive filters because their filter matrix remains the same for a given set of filter parameters. However, the primary shortcoming of these non-adaptive filters is that they do not adapt to the Doppler signal contents. Because of this limitation, they inherently need a wider stopband to suppress Doppler clutter that has wideband characteristics and ones that are shifted away from zero frequency. On another note, it is worth pointing out that amongst the two non-adaptive filters, the projection-initialized IIR filter seems to have more flexibility in defining the stopband since it can modify the filter response via changes in both the filter order and the nominal cutoff.

In contrast to the two non-adaptive filters, the clutter downmixing filter can be perceived as a partially adaptive filter. Specifically, its filter matrix is a joint product between a fixed matrix operator that makes use of non-adaptive filtering principles as well as an adaptive matrix operator that is intended to downmix the Doppler clutter to zero frequency. The advantage of this filtering approach is that the highpass filtering operation can likely be improved since the downmixed Doppler clutter is supposedly centered at zero frequency. Nevertheless, because of the hybrid nature of its filter matrix, the clutter downmixing filter's efficacy is inherently dependent on two factors: 1) the choice of the non-adaptive filter used for the fixed matrix operator, and 2) the accuracy of the downmixing matrix operator found by estimating the mean or instantaneous clutter frequencies of the Doppler data.

Amongst the four classes of filters considered, the eigen-regression filter seems to have the best adaptability to the Doppler signal contents. In particular, the filter matrix of this filter is defined adaptively according to the most principal basis vectors in the Doppler signal's KL expansion. In turn, the eigen-regression filter can more likely preserve non-clutter components of the Doppler signal unless they share the same principal basis vectors with clutter components. However, the formulation for this filter inherently requires the availability of Doppler data from multiple sample volumes with similar signal characteristics (i.e. statistically stationary). As such, this filter may be challenging to implement in some vascular imaging studies where it is difficult to segment out regions with similar Doppler data statistics. Another limitation of the eigen-regression filter is that its efficacy is rather sensitive to the choice of the clutter eigen-space dimension owing to the filter's adaptive nature. Hence, it is necessary to develop an effective algorithm for this filter to select the clutter eigen-space dimension.
5. EXISTING VELOCITY ESTIMATION METHODS

5.1. Non-Parametric Estimators

Background Considerations

As already pointed out, a two-stage process is often used to compute velocity estimates in color flow imaging. First, a clutter filter is applied to the Doppler signal of each sample volume to remove low-frequency echoes originating from tissues and vessel walls. The filtered signal is then passed into a non-parametric flow estimator to compute the mean flow velocity. For this two-stage estimation approach, it is presumed that the clutter filter can adequately suppress clutter so that the filtered Doppler data consists of just the blood echoes and filtered white noise. Based on this notion, the filtered Doppler data vector $y$ (of length $N_y$) can be described by the following signal model:

$$y = [y(0), y(1), \ldots, y(N_y - 1)]^T = b + \mathbf{w}_f,$$

where $y(n)$ is the $n^{th}$ filtered sample, while $b$ and $\mathbf{w}_f$ respectively denote the signal vectors for blood echoes and filtered white noise. This signal model often serves as the starting point in the derivation of various non-parametric mean velocity estimators.

Frequency-Based Methods

One approach for finding the mean flow velocity is to first estimate the mean frequency of the filtered Doppler signal and then use the Doppler equation to convert the frequency estimate into a velocity value. In this estimation approach, the mean Doppler frequency can theoretically be computed by dividing between the first-order and zeroth-order Doppler spectral moments. Alternatively, by making use of the Wiener-Khinchin relation, the same computations can be carried out in a more efficient manner through an analysis of the Doppler autocorrelation function (i.e. without directly analyzing the Doppler spectrum). As first described by Kasai et al. [39] in the context of color flow imaging, the autocorrelation-based approach would lead to the following expression for the mean Doppler frequency:

$$f_{\text{Dop}} = \frac{\arg \left[ \sum_{n=1}^{N_y-1} y(n)y^*(n-1) \right]}{2\pi \mathbf{w}_f^*}$$

where $\mathbf{w}_f$ is the Doppler autocorrelation function at a lag of one sample. Based on this equation, it can be seen that the lag-one autocorrelation phase is the primary factor in the mean Doppler frequency estimate. The phase quantity, however, is affected by signal aliasing due to the sampled nature of the Doppler data, and such a problem is often considered as a theoretical limitation of the autocorrelation estimator. Nevertheless, the aliasing limit is actually appreciated in practice because the unaliased velocity range is often used to define the mapping scale when designing the color map. Also, as pointed out by Tamura et al. [40], aliasing is sometimes introduced intentionally in color flow images to improve visualization of streamlines and laminar flow within the field of view.

The estimation variance of the lag-one autocorrelator given by (15) can be reduced by expanding the Doppler autocorrelation into a two-dimensional (2D) function based on multiple Doppler signal snapshots within a given depth range [41]. However, its use in color flow data processing is often not vital because the estimation variance can also be reduced via spatial averaging of the velocity estimates from adjacent map pixels within the imaging view. As pointed out by Loupas et al. [42][43], another possible advantage of the 2D autocorrelation approach is that it can be used to jointly estimate both the mean Doppler frequency and the instantaneous carrier frequency. Such feature is useful for correcting the Doppler frequency biases originating from carrier frequency variations that arise when wideband pulses are used to acquire color flow data (even though this is not common in color flow imaging as noted in Section 3.2).

Time-Shift-Based Methods

Another approach for estimating the mean flow velocity is to find the average inter-pulse time shift between post-filter echo envelopes of the same beam line and then apply (1a) to convert the time shift estimate into a velocity value. As reviewed by Alam and Parker [44], this time-shift-based estimation approach is essentially derived from target tracking principles that are used in radar and sonar. In terms of its implementation, time shift estimation can be performed in two different ways. The first way, as initially applied to color flow imaging by Bonnefous and Pesque [45], involves finding the time lag that yields the maximum cross-correlation between successive echo envelopes of the beam line. The second way, as proposed by Ferrara and Algazi [46][47] as well as Alam and Parker [48], involves computing a time-shift likelihood function from geometric projection principles and then searching for its location of maximum. For both implementation approaches, their performance is not affected by carrier frequency variations because inter-pulse time shifts are not physically dependent on the carrier frequency (as seen in (1a)). They also do not suffer from aliasing problems since they are not based on the analysis of Doppler frequencies. However, the theoretical advantages offered by these estimators appear to be non-essential to color flow data processing (e.g. aliasing is indeed preferred in some flow studies as noted earlier). As such, time-shift estimators are often not used in color flow imaging, even though they have been a significant part of early research efforts in color flow signal processing.

5.2. Parametric Estimators

Background Considerations

In using non-parametric estimators to find flow velocities, estimation biases can be expected whenever the clutter filter distorts parts of the blood signal or fails to adequately suppress clutter. An illustration of this problem for a frequency-based non-parametric estimator is given in Figure 6a. Note that, at low blood-signal-to-noise ratios, further estimation biases can be anticipated because the filtered noise (i.e. colored noise) becomes a significant part of the filtered Doppler signal and in turn adds bias to the flow estimates. One of the ways to account for these clutter
Autoregressive (AR) modeling (also known as linear prediction) is a type of parametric estimation approach that computes the principal Doppler frequencies through an all-pole signal analysis. As reviewed by Vaitkus and Cobbold [50] in the context of Doppler ultrasound, this approach begins by expressing each Doppler data sample as a linear combination of white noise and past data samples. In particular, for a $K^\text{th}$-order AR model, the $n^\text{th}$ sample of the Doppler signal $x(n)$ is mathematically described by the following difference equation:

$$x(n) = w(n) - \sum_{k=1}^{K} c_k x(n-k),$$  \hspace{1cm} (17a)

where $w(n)$ and $c_k$ are respectively the white noise sample and the $k^\text{th}$ model fitting coefficient. Correspondingly, this difference equation has the following all-pole form in the discrete frequency domain:

$$X_{AR}(f_D) = \frac{1}{1 + c_1 z^{-1} + \ldots + c_K z^{-K}} |_{z=e^{\pm j\pi f_D T_{PR}}} ,$$  \hspace{1cm} (17b)

where $z_k$ is the $k^\text{th}$ characteristic mode (i.e. the $k^\text{th}$ root of the denominator polynomial). From discrete-time signal theory, it is well-established that the difference equation’s natural response takes on the same form as the principal-component signal model given in (16a) when no repeated modes are present. As such, the characteristic modes of the difference equation can be used to estimate the principal frequencies of the Doppler signal. Specifically, since $z$ is defined as $\exp(\pm j2\pi f_D T_{PR})$, the $k^\text{th}$ principal Doppler frequency can be found from the $k^\text{th}$ characteristic mode as follows:

$$f_{D,k} = \frac{\arg(z_k)}{2\pi T_{PR}}.$$  \hspace{1cm} (18)

In turn, the modal flow frequency can be identified from the principal spectral estimate that has the largest magnitude:

$$f_{\text{Diag}} = f_{D,k} \quad \text{for} \quad k = \arg \max_k \{ f_{D,k} \ \forall \ k \in [1,K] \}. \hspace{1cm} (19)$$

In the AR model, the coefficients $c_k$ in (17) are actually the main parameters that the characteristic modes depend on. These coefficients can be found by fitting the Doppler samples onto the data model. As discussed in spectral analysis textbooks (e.g. see Ch. 3 in [51]), an effective way of optimizing these coefficients is to minimize the mean-squared fitting error from both forward and backward regression perspectives. Such a least-squares fit can be computed using the Prony forward-backward fitting method (also known as modified covariance method). The forward-backward fitting procedure may be carried out recursively via an approach known as the Burg method.

In the context of color flow data processing, Loupas and McDicken [52] first considered the use of AR modeling in flow estimation. They showed that a first-order AR estimator, which only finds one Doppler spectral mode, is essentially equivalent to the lag-one autocorrelator shown in (15). Subsequently, Ahn and Park [53] attempted to use AR modeling in flow estimation studies that work with raw Doppler data. In particular, they developed a second-order AR estimator to simultaneously find the principal Doppler frequency of clutter and blood echoes. However, in this estimator, clutter is inherently assumed to be a single low-

**Autoregressive Modeling**
frequency complex sinusoid. Such an assumption may not always be valid, especially in cases with wideband clutter.

**Multiple Signal Classification**

Another way of finding principal Doppler frequencies is to perform eigen-analysis on the correlation statistics of the Doppler signal. In particular, a form of eigen-analysis called multiple signal classification (MUSIC) has shown potential in obtaining flow estimates from the raw Doppler data. As applied to Doppler ultrasound by Allam and Greenleaf [54], the MUSIC method begins by decomposing the Doppler signal into a set of orthogonal bases through an eigen-decomposition of the Doppler correlation matrix (just like the eigen-regression filter as seen in (12)). Since the Doppler signal contents are mainly contained in the high-energy basis functions (due to their greater strength), the eigen-functions of the decomposition can then be divided into signal and noise components, thereby forming two mutually orthogonal subspaces. From this signal separation, a frequency pseudo-spectrum can subsequently be computed by finding the reciprocal of the cross-correlation between noise components and various complex sinusoids (with spectral peaks appearing at frequencies where the cross-correlation approaches zero). Specifically, for a Doppler signal with \( K \) principal components, its frequency pseudo-spectrum \( X_{\text{MUSIC}}(f) \) can be expressed as:

\[
X_{\text{MUSIC}}(f) = \frac{1}{\mathbf{E}_n^\mathsf{H} \mathbf{v}_\text{CS}} = \frac{1}{\mathbf{v}_\text{CS}^\mathsf{H} \mathbf{E}_n \mathbf{E}_n^\mathsf{H} \mathbf{v}_\text{CS}}, \tag{20a}
\]

where \( \mathbf{v}_\text{CS} \) is the complex sinusoid vector as seen in (6b) and \( \mathbf{E}_n \) is a noise subspace matrix consisting of the \( N_0-K+1 \) least dominant eigenvectors:

\[
\mathbf{E}_n = \begin{bmatrix}
  e_{K+1} & e_{K+2} & \cdots & e_n
\end{bmatrix} \tag{20b}
\]

As shown in spectral analysis textbooks (e.g. see Sec. 4.5 in [51]), the denominator in (20a) is a \((2N_0-1)K\)-order polynomial with \( K \) modes, and its polynomial coefficients are equal to the sum of elements along each diagonal of the matrix \( \mathbf{E}_n \mathbf{E}_n^\mathsf{H} \). Hence, like AR modeling, the eigen-modes in the MUSIC pseudo-spectrum can be found numerically by solving for the denominator roots, and correspondingly the modal flow frequency can be found from the principal frequency estimates using (18) and (19). Based on this root-finding principle, Vaitkus and Cobbold [55] developed a closed-form parametric estimator called Root-MUSIC to estimate principal flow velocities from raw Doppler data. Their approach, which uses a rank-two eigensubstructure to model the raw Doppler signal, was analyzed using in vivo Doppler data whose clutter can be sufficiently modeled as a single complex sinusoid [56]. Note that another way to solve for the MUSIC eigen-modes is to use a peak searching algorithm to find the principal peaks in the pseudo-spectrum. Such an approach was used by Allam et al. [57] to process Doppler data acquired from a string phantom and a reflective surface that respectively simulate blood flow and stationary clutter.

<table>
<thead>
<tr>
<th>Type</th>
<th>Advantage</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lag-one autocorrelator</td>
<td>Simple to implement with low computation demand</td>
<td>Only works on filtered Doppler data; prone to biases from filter distortions</td>
</tr>
<tr>
<td>AR estimator</td>
<td>Finds flow velocity directly from raw Doppler data without clutter filtering</td>
<td>Least-squares fit of ( c_k ) fails at high white noise levels; efficacy depends on choice of model order</td>
</tr>
<tr>
<td>MUSIC</td>
<td>Same as AR estimator, but more resilient to white noise</td>
<td>Needs multiple data snapshots to find correlation matrix; efficacy depends on eigen-structure rank</td>
</tr>
</tbody>
</table>

### 5.3. Comparison of Velocity Estimators

Like the comparison on clutter filter designs, Table 2 summarizes the advantages and limitations of the three frequency-based velocity estimators covered in this section. As indicated, the lag-one autocorrelator has the advantage of being computationally efficient. Indeed, the low computing burden of this estimator is well appreciated in early research and developments because of processing power limitations. However, as already pointed out, the lag-one autocorrelator can only be applied to filtered Doppler data, and thus, its velocity estimates are inherently prone to biases from clutter filter distortions.

Contrary to the lag-one autocorrelator, the AR estimator has the theoretical advantage of being able to obtain velocity estimates by directly processing the raw Doppler data. This estimator first uses a least-squares fitting procedure to compute the characteristic modes of the raw Doppler signal and then identifies the modal flow component based on the largest-frequency mode, thereby avoiding the need for clutter filtering. Nevertheless, the primary shortcoming of the AR estimator is that the least-squares fitting solution to the model coefficients assumes that the Doppler data samples are free of noise perturbations. Thus, its accuracy tends to degrade significantly as the noise level increases. Another limitation with the AR estimator is that its flow estimation performance is dependent on the choice of the model order (or eigen-structure rank). Specifically, a wrong choice of model order would give rise to spurious spectral modes and in turn give incorrect modal velocity estimates.

Unlike the AR estimator, the MUSIC estimator is more resilient to white noise because it first makes use of an eigen-decomposition procedure to separate the signal bases from noise floor components. Therefore, when applied to raw Doppler data with high noise levels, this estimator can obtain modal velocity estimates that are less biased than the ones found from AR modeling. On the other hand, it is worth pointing out that the formulation of MUSIC begins with the same eigen-decomposition step as seen for the eigen-regression filter. As such, MUSIC has a limitation
that is similar to the eigen-regression filter: it needs multiple signal snapshots that are statistically stationary in order to form an accurate estimate of the Doppler correlation matrix. Another limitation of the MUSIC approach is that, as similar to AR modeling, the performance of this estimator is contingent upon suitable choice of the eigen-structure rank. Thus, an adaptive rank selection algorithm is needed in order for this estimator to be effective in general.

6. CONCLUDING REMARKS

As seen in the previous two sections, eigen-based signal processing strategies have been the focus of the most recent research efforts in color flow data processing. In particular, both the eigen-regression filter and the MUSIC estimator have shown better potential than other signal processing methods in adapting to the Doppler signal characteristics. As such, eigen-based strategies seem to be more capable of obtaining flow estimates that are less affected by the signal processing error sources mentioned earlier in this article.

In terms of latest developments, a number of current research studies have been devoted to address the practical challenges of using eigen-based signal processing strategies. For instance, Lovstakken et al. [58] have recently studied the computational aspect of eigen-regression filters and have considered how the clutter eigen-space dimension can be adaptively selected based on the eigenvalue gradient in the KL expansion. They are also pursuing the development of a maximum-likelihood estimator that makes use of principal component analysis concepts [59]. Complementary to these studies, we have recently reported a new eigen-based clutter filter that works with single snapshots of Doppler data via the notion of principal Hankel component analysis [60]. As well, we have proposed a new eigen-based parametric estimator called the Matrix Pencil that treats velocity estimation as a generalized eigenvalue problem [61]. We have also developed an adaptive rank selection algorithm that is based on the spectral spread of the principal Doppler frequencies [62].
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831 sound level meter/real time analyzer

FEATURES

- Class 1/Type 1 sound level meter
- Small size with large display. Ergonomic
- User friendly operator interface
- 120MB standard memory expandable up to 2GB
- Single measurement range from 20 to 140 dB SPL
- Up to 16 hours of battery life
- Provided with utility software for instrument set-up and data download
- Field upgradeable
- AUX port for connection to USB mass storage & cellular modems

MEASUREMENT CAPABILITIES

- Real time 1/1 & 1/3 octave frequency analysis
- Simultaneous display of several noise measurements—ANY DATA (Leq, Lmax, Spectra, etc)
- Automatic logging of user selectable noise measurements (Leq, Lmax, Spectra, etc…)
- Exceedance logging with user selectable trigger levels
- Audio and voice recording with replay