PERFORMANCE OF THREE ACOUSTICAL METHODS FOR LOCALIZING WHALES IN THE SAGUENAY—ST. LAWRENCE MARINE PARK
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ABSTRACT

Three algorithms are explored to localize fin whale calls recorded from a large-aperture hydrophone array deployed in the Saguenay—St. Lawrence Marine Park. The methods have to cope with varying sound speed in space and time, errors in time differences of arrival (TDoA) measurements in a noisy environment, and often a limited number of hydrophones having recorded a particular event. The array was composed of 5 AURAL autonomous hydrophones with a total aperture of about 40 km, coupled with 2 hydrophones from a small-aperture cabled coastal array. The autonomous hydrophones clock drifts were estimated with a level of uncertainty from timed sources and the coastal array time reference. The calls were then localized by constant-speed hyperbolic fixing, variable-speed isodiachron Monte-Carlo simulations, and a ray-tracing propagation model. The Monte-Carlo simulations generate clouds of possible localizations from the uncertainty in hydrophone positions, TDoAs and the effective horizontal sound speeds along the different source-hydrophone paths. The ray-tracing model produces a fixed grid of TDoAs which can then be consulted to find the likeliest positions of the whales. Results from the different methods are compared and their relative advantages or limitations are discussed.

1. INTRODUCTION

Continental shelf marine environments are challenging for acoustic localization methods because of varying complex bathymetry, 3D oceanographic processes affecting temperature and sound speed time-space structures, especially at tidal and seasonal frequencies. Localization from TDoAs on short distances also requires high time precision with special care given to clock synchronization of the array and time drifts during mid- and long-term deployments. The most used localization method, hyperbolic fixing (Spiesberger and Fristrup 1990), assumes constant speed over the 2D or 3D localization space. The source location is assumed to be a linear function of travel time differences, speed of sound and receiver locations. Errors in localization can be large when these assumptions are not satisfied and uncertainties in the input data are present (e.g. Spiesberger and Wahlberg 2002). These conditions generally prevail in the study area at the head of the Laurentian Channel in the St-Lawrence Estuary, where the summer sound speed profile is characterized by a well-defined channel at intermediate depths (e.g. Fig. 1a), 3D physical processes including semi-diurnal tidal upwelling and higher frequency of internal waves or fronts resulting from the interaction of tidal currents with the complex bathymetry combining with the confluence of several estuarine water masses (e.g. Saucier and Chassé 2000).
Three methods have been explored here to compare their localization performance using an array which includes autonomous hydrophones, each having its own clock, under this general context of considerable uncertainty in input data. They are the hyperbolic fixing (Spiesberger and Fristrup 1990, Spiesberger 1999, 2001), the isodiachron method with Monte-Carlo simulations (Spiesberger and Whalberg 2002, Spiesberger 2004) and the use of an acoustic propagation model (Tiemann and Porter 2004).

2. MATERIAL AND METHODS

Data collection

The hydrophone arrays were deployed in the study area during summer 2003 (Fig. 1). All hydrophones were HTI 96-min with a nominal receiving sensitivity (RS) in the low frequency band (< 2 kHz) of -164 dB re 1 V/μPa. Five AURAL autonomous hydrophone systems (Multi-Electronique Inc, Rimouski, Qc, Canada) programmed to sample continuously 16-bit wave data over the 1 kHz band were deployed as oceanographic moorings. The hydrophones were placed at intermediate depths in the water column close to the summer sound channel axis. Special care was taken to minimize possible noise sources from the moorings. The outer 2 hydrophones from a 650-m aperture cabled coastal array deployed along Cap-de-Bon-Désir (Fig. 1) completed the 7-hydrophone data base used in this study. The acquisition system for the coastal array was a 16-bit ChicoPlus Servo-16 data acquisition board (Innovative Integration, Simi Valley, CA, U.S.A.). After analysis of the recordings, this beta version of AURAL M1 was found to have a clock drift of about 18 s per day, consistent on all 5 instruments. The coastal array's PC clock had a drift of about 10 s per day, which was checked and corrected every weekday morning. The coastal and AURAL arrays were synchronized using simultaneous recording of the same acoustic signals such as motor boats and whale vocalizations, and linear time interpolations assuming constant drift. Timing errors are inherent to such a procedure and the localization method must be robust enough to deal with such uncertainties as well as the non spatially homogenous effective sound speed.

Data analysis

The 80-s sample used for localization is a series of fin whale pulse calls in the 18-25 Hz frequency band (Fig. 2) recorded Sept. 24 at 4:49 local time. This sample was detected on all hydrophones except one where background noise was masking the call. The TDoAs between hydrophones is determined by spectrogram cross-
coincidence (e.g. Simard et al. 2004), after bandpass filtering to [18 25] Hz.

A constant sound speed of 1450 m s\(^{-1}\), corresponding to the average speed in the sound channel where the hydrophones were deployed, was used for hyperbolic analysis and as the central speed of the interval used in isodiachron Monte-Carlo applications.

The 1-km resolution grid used for the ray-tracing Bellhop model (Porter and Liu 1994) covered an area of 20 x 50 km enclosing all hydrophones (Fig. 3). The typical sound speed profile of Fig. 1a was used for the modeling. For each grid point, a set of TDoAs was calculated assuming a source at a depth of 10 m, a frequency of 500 Hz, and using 21 rays in the ±20° directions along the propagation path plane. The bathymetry profile between source and receiver was extracted from a high-resolution multibeam bathymetry dataset provided by the Canadian Hydrographic Service. The mean times of ray arrivals, weighted by ray amplitudes, provided by Bellhop for the array configuration were then used for TDoA calculations. The sound source was located at the minimum Euclidean distance between measured and modeled TDoAs (Tiemann and Porter 2004).

Isodiachrons are an extension of the hyperbolic location method but where the effective sound speed along the path between source and each receiver is allowed to vary from path to path. Receivers are combined in groups of three, which gives a total of 20 groups from 6 receivers. For each group, sound speed, receiver positions and TDoAs are treated as uniformly distributed random variables within a chosen interval that is the best educated guess of data uncertainty. Monte-Carlo simulations are then applied to produce a probability density function (pdf) of source location, called a constellation, for each group of 3 receivers. The actual source is then located within the intersection of all the constellations at the most probable position from the joint probability distribution function (pdf) along X and Y dimensions (i.e. 2D histogram) of all solutions.

3. RESULTS

Resulting hyperbolic fixing from the set of TDoAs is presented in Fig. 4. The position found for the fin whale is 48.214° N, 69.408° W, within the center of the array configuration. Estimated fixing error on this result is 1690 m, derived from the norm of the differences between
estimated and measured time along every path (Simard et al. 2004).

The same set of TDoAs was applied to the ray tracing TDoA estimation grid to produce results shown in Fig. 5. The background grayscale image represents difference between measured and modeled TDoAs; smaller differences are darker. The whale position is in the darkest area of the grid at a position of 48.220° N, 69.384° W. Grid size implies an uncertainty of at least ± 1 km.

Fig. 6 illustrates results obtained from the isodiachronic Monte-Carlo method. Each constellation was obtained from 4000 different estimates of source location from a varying set of input values for receiver location, sound speed and TDoAs. Assumed errors for these variables were ± 20 m, ± 5 m s⁻¹ and ± 1.0 s respectively. The 1.0 s error is the minimal value needed to obtain intersection of all constellations. The region of intersection is a 600 × 800 m rectangle, the presumed position of the source being where the density is highest. The estimated whale position is 48.216° N, 69.421° W. Confidence intervals for 95% of the pdf are 580 m for x and 770 m for y.

Figure 7 shows the whale positions obtained from the three methods. The isodiachron result is at 1.01 km from the hyperbolic position and at 2.24 km from the result of the ray-tracing model grid.

4. DISCUSSION

The whale was localized in one of the 3 intensive feeding spots found at the head of the Laurentian channel (Mingelbier and Michaud 1996), where tidal upwelling along the slope concentrates krill in dense demersal patches (Côté and Simard 2005) that are exploited by fin whales from tagging experiments (e.g. Simard et al. 2002 Fig. 3b1). We observed strong whale blows (either from fin or blue whales) from the coastal array location at Cap-de-Bon-Désir on the north shore on the same morning during daylight, which were about 4 km from the localized fin whale, 6 hours later, so the localization found by the three methods is very likely given the fidelity to the feeding site over several hours.

This localization example illustrates the need for high precision in the set of variables involved in the localization problem and an accurate propagation model, which is difficult to satisfy because of technical constraints due to complex water mass structure combined with complex bathymetric characteristics. The isodiachron Monte-Carlo technique indicated that the error on TDoAs was in the order of 1 s. Even if the whale is favourably positioned at the center of the array, both the hyperbolic and ray-tracing solutions have uncertainties exceeding 1 km, given a 1-s travel time at 1450 m s⁻¹. In both cases, an estimate of the confidence interval of the localization reflecting uncertainties in the input values would be needed (c.f. Spiesberger and Wahlberg 2002), but is not formally provided by the methods. As mentioned by Tiemann and Porter (2004), a Monte-Carlo approach could be used to evaluate uncertainties in localization by incorporating the measurement error in TDoAs. However, the uniform sound speed profile over the entire grid is an unrealistic model condition that would also require special attention in such variable environments. This would add substantial modeling efforts. Monte-Carlo simulations can also be applied to the hyperbolic method to find the optimal effective homogeneous sound-speed, which corresponds to the isodiachron particular case when the sound speed is constant. Indeed, what we found most useful in the isodiachron Monte-Carlo method is the application of pdfs to evaluate input error magnitude.

Our estimation of source location is done by finding the area of highest density on a 2D histogram of all possibilities in the overlapping constellation area. Spiesberger and Wahlberg (2002) used separate pdfs along X and Y dimensions to compute the confidence interval of the solution. We found the joint 2D pdf more practical in a context of comparing method precision and also for whale tracking purposes, where a best estimate of whale position has to be extracted. However, the 2D histogram becomes useless if very few points are present in the constellation intersection area, or when two or more equivalent peaks are found in the distribution. Then the computation of the center of gravity by principal component analysis might be more adapted to estimate the source localization.

Another difficulty is estimating confidence limits for the source localization. Spiesberger et al. (2002) proposed to use the x and y sizes of the constellations with the smallest confidence limits, defined as two standard deviations. We found this approach misleading when constellations are spread out in long elliptic shapes, and distributions can stretch out to 100 km or more. Our approach uses the pdf of the localizations in the constellation intersecting area. However, in both cases, the limitation of this Monte-Carlo method is the strong dependence of output confidence interval on input error bounds. They should ideally be independent.

In our test, the ray-tracing model grid's precision is limited by mesh size. Building the grid is demanding in computation time, although some degree of interpolation can be applied to reduce the number of grid points to compute. Computation time can be reduced by inverting the
source-receivers in computing the TDoAs along equally spaced directions for each hydrophone and then interpolating on the grid from the 7 propagation times (M.B. Porter pers. comm.). However, the grid has to be regenerated when a new configuration of receivers is used. Another drawback is that a position is always found on the grid even if the source is outside the domain or if measurement errors are high, which requires position validation by other means. To be fair, the grid method should be tested with measured data with a known source; it might actually outperform other methods in cases where input data have relatively small errors and where sound speed and ray trajectories are not uniform. In our case study, calls detected on more than three hydrophones were rare, due to the large aperture of the array and low number of hydrophones combined with high shipping noise (e.g. Simard et al 2006). Testing the localization from a low-frequency source would be suitable, notably for evaluating the effective sound speed and for synchronizing clocks, but such large-size and high-power sources are specialized equipments that are not easily available and deployable besides posing ethical problems because of their potential negative impact on fauna.

For future work perspective, the clock synchronization problems encountered in this initial deployment of the array in 2003 were clearly the main source of localization error. Then, at an order of magnitude lower, come the sound speed variation and the precision and accuracy of TDoA estimates. Increasing the number of hydrophones to form a denser array may improve probability of detection and reduce the localization error. Then regular sound speed profile measurements over the area could further improve the localization. Acquiring frequently updated profiles would need the regular use of a ship equipped with a CTD or sound speed profiler. Alternatively, sound speed profiles could eventually be estimated from the recorded acoustic data on the array by passive acoustic tomography techniques using the transiting merchant ships as sources of opportunity to monitor the environment in a non-invasive way (C. Gervaise, EnsIeta, Brest, France, personal communication).
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