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a b s t r a c t

As a popular nondestructive test, acoustic emission (AE) testing has been widely used in many physi
cal and engineering fields such as leak detection and pipeline inspection. Among those applied AE tests, 
a common problem is to extract the physical features of the ideal events, so as to detect similar signals.
In acoustic signal processing, those features can be represented as joint time-frequency distribution. How
ever, classical signal processing methods only give global information on either time or frequency do
main, while local information is lost. Although the short-time Fourier transform (STFT) is developed to 
analyze time and frequency details simultaneously, it can only achieve limited precision. Wavelet trans
form is a time-scale-frequency technique with adaptable precision, which makes better feature extrac
tion and detail detection. This paper is an application of wavelet transform in acoustic emission sig
nal detection where strong noise exists. Developed for industrial applications, the techniques presented 
are both accurate and computationally implemental for embedded systems. In addition, STFT is com
pared with wavelet transform to show the advantages of wavelet transforms in this particular application.

s o m m a ir e

Étant aujourd’hui l ’un des plus populaires essais non destructifs, le contrôle par émissions acoustiques (EA) 
est utilisé dans divers domaines, relevant tant de la physique que de l’ingénierie. On les retrouve principale
ment pour la détection des fuites, ou encore pour l ’inspection des pipelines. Dans les différentes applications, 
on retrouve un problème commun, celui d ’obtenir les caractéristiques physiques des événements idéaux 
afin de détecter les signaux semblables. Dans le traitement des signaux acoustiques, ces caractéristiques 
peuvent être représentées simultanément dans le domaine du temps et de la fréquence. Cependant, la mé
thode classique du traitement des signaux donne seulement des informations générales sur ces domaines, 
mais ne fourni pas une analyse détaillée. En effet, bien que la transformé de Fourier à court terme a été 
développé pour analyser le temps et la fréquence simultanément, elle dispose d’une précision limitée. La 
transformé de Wavelet est une méthode de type temps-fréquence-échelle, avec une précision adaptable, qui 
permet d’obtenir un relevé plus précis et de meilleure qualité. Ce dossier présente une application de la 
transformé de Wavelet pour la détection d’une émission acoustique qui contenant beaucoup de perturba
tions. Développées pour l’industrie, les techniques présentées sont à la fois précises et facilement appli
cables aux systèmes intégrés. Afin de faire ressortir les avantages de la transformé de Wavelet dans ce type 
d’application, vous trouverez une comparaison entre cette dernière et la méthode de Fourier à court terme.

1 INTRODUCTION

Acoustic Emission (AE) testing has been widely used in 
physical and architecture fields due to its efficiency, relia
bility and lower operation costs. In steel pipelines, when a 
present defect expands, tension energy is released, and an

acoustic signal is generated [1]. AE techniques are used to 
observe and monitor these events. Although some events oc
cur before monitoring, or are too weak to be detected during 
inspection, various events occur due to temperature, pressure, 
physical defect development and environmental conditions so 
that they become detectable. Previous studies showed that the
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amplitude of AE signal is proportional to the released energy 
[2], and the frequency distribution is related with the size of 
the defect [3]. For instance, in leak detection of a pipeline, the 
AE signal detected from larger leak hole contains more low 
frequency components. This can be explained that larger hole 
creates smaller pressure, which results in lower frequency 
components.

The AE events that occur in pipeline usually create two 
types of signals: one is a mechanical wave which prop
agates along the steel wire in the pipe at high frequency 
(above 100 kHz), another is a low frequency wave (about 30 
kHz) that propagates through the medium (gas or liquid) in
side the pipe. Stulen and Muravev showed in their research 
[1,4]that the attenuation of the waves has a square relation
ship with their frequency, and the coefficient of this relation
ship is distinguished by the particular medium. Observed 
values for attenuation (in dB/ft) in several gases and water 
are 4.9 x 10-11f 2 and 7.8 x 10-14f 2, respectively, where f  
is the frequency. Therefore, AE signals propagating through 
the steel wire attenuate very quickly because the frequency 
is high. However, those low frequency waves that propagate 
in the medium can be detected even at sites hundreds of me
ters away from the original signals. In addition, this kind of 
wave interacts with the pipe wall so that it can be detected by 
sensors mounted outside of the pipe.

For AE signal detection and feature extraction, many 
acoustic signal processing methods have been used. Classical 
frequency analysis [3]gives very rough information about 
the signal, such as global spectrum, frequency peaks and 
SNR, which makes the detection work ambiguous. In fact, 
time variant features that can be depicted by changing signal 
frequency components with time, is the main character of 
acoustic signals. This is similar to music composition. Each 
musical tone is the combination of certain frequency bands, 
and different tones arrive at different times to make the 
music. Therefore, we need to know the arrival time and 
location of those frequency components in the time domain, 
in order to discriminate different AE signals and detect 
the right events. Therefore, in the time-frequency plane, 
these local details are much more important than global 
information.

This requirement cannot be satisfied by classical Fourier 
transform. To solve this time-frequency problem, Short-time 
Fourier transform (STFT) was applied to signal processing 
[5]. STFT uses small windows to localize a signal in the 
time domain, and then applies Fourier transform to get the 
frequency distribution only in this window. However, this 
STFT window, or atom, has certain size and precision re
strictions, which locks the time-frequency at certain resolu
tion level. The wavelet transform, which was first created in 
seismology, was introduced to signal processing to solve this 
multi-resolution problem [6].

This paper presents part of the research that aims to de
tect the real AE events accompanied by strong noise. Both 
STFT and Wavelet transform are implemented to thoroughly 
analyze the time-frequency occurrence of both AE signal and 
noise. After comparison, Wavelet transform techniques are 
chosen for the final application. Using features extracted 
in wavelet domain, experiments are carried out over a large 
number of industrial data.

The remaining of the paper is organized as the following: 
Section 2 reviews the current applied technology, gives the 
physical condition and environment for the AE signal detec
tion, as well as extracted features. Section 3 provides the ba
sis of wavelet transform and STFT. Section 4 analyzes these 
two methods in detail. Section 5 is experiment results of the 
proposed method. Section 6 concludes the paper.

2 CURRENT APPLIED TECHNOLOGY

In industry, people are using AE testing for detecting wire 
related events (WRE) in pipelines. Signals from the pipelines 
provide the observed data for this research. The environment 
and preconditions are described below.

2.1 Physics conditions

The tested portion of the pipeline was constructed in 1975 
with Lined Cylinder Pre-stressed Concrete Cylinder Pipe 
(PCCP)[7], as shown in Fig. 1. The PCCP is constructed 
by first casting a steel cylinder outside of a concrete core, 
pre-stressed wire around it. This high strength wire is de-
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Figure 1: Lined cylinder PCCP.
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signed to force the core tighter, and is then coated with a mor
tar coating, so as to provide corrosion protection to the wire. 
Therefore, this pre-stressing wire is the key component of the 
PCCP, and the main purpose of AE testing here is to take pre
cautions against the corrosion and breakage of the wire. Once 
the wire break or split occurs, the tension energy embedded in 
the wires will be released, and acoustic waves will be gener
ated. After propagating through the medium inside the pipe, 
these waves can be detected and recorded by acoustic sen
sors as long as the amplitude of the signal is higher than the 
defined threshold.

In current practice, two types of sensors have been used 
to detect WRE signals: hydrophone and accelerometer. Hy
drophones are constructed of ceramic materials and can de
tect acoustic signals by sensing the vibration that is prop
agated through water. Hydrophones are installed through 
valves into the water column inside the pipeline, as shown in 
Fig. 2(a). Accelerometers are installed on the surface of the 
pipeline, as shown in Fig. 2(b). Incentive to use accelerom
eters in AE testing is to assist hydrophones, as hydrophones 
are more sensitive than accelerometers. They are also used in 
the case of empty pipelines.

Figure 2: (a) Hydrophone sensor. (b) Accelerometer sen
sor.

Once the AE event occurs, the signal will propagate both 
ways along the pipeline, and may be detected by the closest 
pair of sensors. Sometimes if the amplitude is large enough, 
the signal might be detected by the third or the forth sensor. 
As studied in [1], the detected result is reliable with sensor 
spacing at 262 meters distance, and this can vary according to 
landscape, temperature, pipe structure, . Therefore, an ideal 
WRE signal should be detected by two sensors closest to it, 
and the arrival time difference can be used to localize the de
fect’s position. If the signal is only picked up by one sen
sor, then the position cannot be accurately localized, and the 
recorded data will not be considered as useful.

2.2 Acoustic signal features

Fig. 3 is an example of AE event signal detected by the clos
est two sites: site 1 is 68.6 meters from the event where the 
sensor is a hydrophone; site 2 is 90.8 meters from the event 
where the sensor is an accelerometer. Some features of this 
WRE signal are shown in Fig. 4. Figs. 4(a), 4(c), and 4(e) 
show the time domain, frequency domain and the Gabor time-

Figure 3: An AE event detected by two sites.

frequency domain respectively, of the recorded signal at site 
1; Figs. 4(b), 4(d), and 4(f) provide the corresponding infor
mation of the recorded signal at site 2 [4].

Figure 4: (a), (c) and (e) are the time domain, frequency 
domain, and Gabor transform, respectively, of the signal 
recorded by Hydrophone; (b), (d) and (f) represent the 
same signal recorded by Accelerometer.

Figs. 4(a) and 4(b) clearly show the signal amplitude 
recorded by the hydrophone is much larger than that recorded 
by the accelerometer. In the Gabor transform, Figs. 4(e) 
and 4(f), larger amplitude and energy intensity in the signal 
will make the color darker. From the time-frequency analysis 
shown in Figs. 4(e) and 4(f), the signal-to-noise ratio (SNR) 
of the left one is much higher than the right one, because 
the left signal has greater energy. Although the noise level 
of these two signals are almost the same (shown as the gray 
level of the background), the larger energy in the left signal 
results in a larger SNR.

Some observations can be drawn as follows:
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•  In the time domain [Figs. 4(a), 4(b)]:

The duration of the signal is usually less than 0.05 sec
onds. The intensity of the signal should be much larger than 
the background. while in frequency domain (Figs. 4(c), 4(d)) 
this corresponds to the spectrum amplitude of the signal, and 
in the time-frequency Gabor window (Figs. 4(e), 4(f)) it 
means the color of the signal should be much darker than the 
background.

•  In the frequency domain [Figs. 4(c), 4(d)]:

These figures show the “real-time” spectrum of the sig
nal. This WRE signal has the following unit step form, as 
shown in Fig. 5(a), where the solid line is the spectrum shape 
at the beginning time , and the dashed line is the spectrum 
shape at the ending time.

For the beginning of the signal in time axis: 7 kHz is the 
start frequency of all sounds (mostly background), 12 kHz is 
the start frequency of the WRE signal, and the highest fre
quency is above 40 kHz.
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Figure 5: (a) frequency response of an WRE signal: solid 
line is the spectrum shape at the beginning time; dashed 
line is the spectrum shape at the ending time. (b) Gabor 
windowed time-frequency distribution of an WRE signal.

For the ending of the signal in time axis: 15 kHz is 
the start frequency of WRE signal, the highest is above 40 
kHz. These parameters can be different in particular situa
tions, while the shape should be similar. As shown in Figs. 
4(c) and 4(d), the high frequency decrease greatly due to the 
attenuation of signal propagating through the pipeline to the 
accelerometers.

•  In the time-frequency Gabor window [Figs. 4(e), 4(f)]: 
Canadian Acoustics / Acoustique canadienne

As shown in those Gabor figures, the power density starts 
at above 7 kHz, while lower than 7 kHz the color is all white, 
which means that there is no frequency component in this 
part. From the beginning of the signal at 0.75 seconds un
til the ending at 0.80 seconds, the shape of the power den
sity is like a vertical downward knife, as shown in Fig. 5(b). 
This knife shape is also referred to “J” shape in the indus
try. The peak of the knife is the beginning of the signal with 
12 kHz frequency, which decreases earliest and at the fastest 
speed; hence, at the ending time, 15 kHz becomes the start 
frequency. In addition, the intensity of the signal from 15 
kHz to 40 kHz is almost uniformly distributed, and this fea
ture makes the two vertical parallel lines.

3 APPLICATION OF WAVELETS COM
PARED WITH STFT

3.1 Basis of STFT

Fourier transform is defined to obtain the frequency distribu
tion of a signal when the signal is transformed through the 
whole time domain. In addition, the stationarity of the signal 
is also required. In other words, the spectrum information of 
the signal has been averaged through the whole time domain, 
which results in the loss of real-time spectrum occurrence [8].
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Figure 6: (a) the STFT window. (b) the graphical inter
pretation.
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Short-Time Fourier transform (STFT) was introduced by 
Gabor [6]to compensate the limitation of classical Fourier 
transform and it provides an original joint time-frequency 
method. It uses a measuring window to restrict the Fourier 
transform in a limited time range and then obtain the spec
trum on this time range. As Fig. 1(a) shows, this real and 
symmetric window g(t) is delayed by u on time domain, and 
modulated by the frequency £ [9]:

gu£ (t) =  eietg(t -  u) (1)

The STFT of a signal f  ( t ) e L 2(R)  is:

/ tt
f  (t)g(t -  u)e- t ^tdt (2)

-tt

where S  stands for applying STFT to f  (t) with the (u, £) win
dow, < f ,  gu,ç > is the inner product of f  (t) and gu^  (t), and 
L2 (R)  is the whole function space. Therefore, the multipli
cation by g(t -  u) localizes the Fourier integral of f  (t) in the 
neighborhood of t = u, as shown in Fig. 1(a). In the figure, 
(u, £) is the center of the window in time-frequency domain, 
while a t and are the width and length of the window, re
spectively. Therefore, after taking STFT, the energy of f  (t) 
is spread over both time interval [u — a t /2 ,u  + a t /2] and 
frequency interval [£ -  /2 ,£  + au /2].

As discussed by Kaiser [10], STFT provides an inaccu
rate and inefficient method of time-frequency plane analysis, 
as it imposes a scale to do the localization. First, the inac
curacy comes from the aliasing of high and low frequency 
components, which actually do not fall into the frequency of 
the window [11]. Secondly, several window lengths must 
be selected and applied to determine the most appropriate 
one. Even though the appropriate window size has been de
termined, the provided time-frequency analysis is not only 
single resolution, but always averaged on both time and fre
quency dimensions.

STFT does not change the fact that the information in this 
time-frequency box is still averaged over both sides and that 
the information of sudden changes is lost. To satisfy the re
quirement of obtaining the occurrence of time-frequency in
formation, Wavelet transform is introduced to perform this 
time-frequency-scale transformation, aiming at combining 
amplitude and spectrum decomposition together and as ac
curately as possible. In principle, when applied to the detec
tion of discontinuities, short time phenomenon, and abrupt 
changes in a signal, Wavelet transform has better perfor
mance than other signal processing methods. It also provides 
higher resolution and better precision in presenting real-time 
changes of a signal’s spectrum density function, thus, it is an 
essential way to characterize time-frequency structures [6]

3.2 Basis of wavelet transform

Wavelet transforms can be used to analyze non-stationary sig
nals via decomposing and reconstructing them with wavelet 
basis or wavelet functions. There are two types of wavelet 
transform: Continuous Wavelet transform (CWT) and Dis
crete Wavelet transform (DWT). The term “wavelet basis” 
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usually refers to orthogonal wavelets in the Hilbert space, 
while “wavelet function” generally represents either orthog
onal or non-orthogonal wavelets [12]. In DWT, orthogo
nal wavelet basis is often applied to give the most compact 
representation of the signal. However, for time series anal
ysis, CWT with non-orthogonal wavelet functions are rec
ommended as it is highly redundant at large scales, and the 
wavelet spectrum is highly correlated [11]. In the proposed 
algorithm, CWT is also selected to apply the time-scale anal
ysis for the time domain acoustic signals.

In CWT, a signal with finite energy is projected on a 
continuous collection of frequency bands, which compose 
the whole function space L 2(R).  The wavelet functions are 
the scaled shifts of one generating function ÿ 0(t) e  L 2(R), 
which is a continuous function in both the time domain and 
the frequency domain called the mother wavelet. These 
wavelet functions are given as:

ÿ(t)  = ÿ o (  -— (3)
sja \  a J

where a is a positive scale factor and b can be any real number
that defines the shift. The normalization factor is intro-Va
duced to ensure the wavelet function have unit energy at each 
sale a .

CWT uses these wavelet functions to transfer time se
ries into a time-scale wavelet domain, which provides a very 
detailed localization on both time t  and scale a directions. 
Mathematically, it is defined as the convolution of the signal 
f  (t) with chosen wavelet functions [13]:

1 f t t  f  t — b \  
w ,  (aM  = —  j - t t  f  — y i t  <4)

where W ,  represents the wavelet transform of f  (t) , and V  
donates the complex conjugation operation. Valens also em
phasized in his article [13]that it is important the wavelet 
functions are not specified in this mathematical wavelet 
frame, which is a clear ridge between wavelet transform and 
other transforms including Fourier transform. It is essential 
that wavelet transform designed a framework in which one 
can design wavelets for their own properties.

3.3 Comparison of CWT and Fourier trans
form

Compare equation (4) with continuous Fourier transform:

/ tt
f  (t)e- jwtdt (5)

tt

It is apparent that Fourier transform is a specialized form of 
wavelet by substituting the wavelet functions with infinite and 
periodical sine and cosine waves. If we only take the wave 
in one period as the wavelet function (similar to what STFT 
does), then the period can be considered as the scale factor, 
as both of these two methods are sampling and quantizing 
signals so as to decompose them. As “period” in Fourier 
transform and “scale” in wavelet transform are proportional, 
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frequency and scale are inversely proportional to each other. 
That is, high frequency components refer to small scales in 
wavelet domain, and both of them represent small details in 
the signal.

When facing the non-localizable problem of Fourier 
transform, researchers introduced STFT to impose the local
ization grid onto the signal. Unfortunately, this method leads 
to a confusing way of explaining frequency components in 
the time-frequency domain, as we discussed at the very be
ginning of this section. The particular window in STFT is a 
scale factor. However, if its size is constant, it can only repre
sent the averaged frequency components inside the window, 
but not the real frequency components. This is why Kaiser re
gards it as inaccurate in building up the time-frequency anal
ysis [10].

Therefore, compared to regarding wavelet transform as 
an extension of Fourier transform, it is more appropriate to 
state that Fourier transform is a particular case of wavelet 
transform, as wavelet transform is not only a transform but 
a framework for researchers to fill in their own wishes.

3.4 Applying CWT to discrete time sequence

Although CWT has been chosen for the time series analysis, 
a discrete form of CWT is needed for discrete time sequence 
and for the computational implementation. We can make the 
assumption of a time sequence, x(n),  with equal time step 
A t and n = 0,1, ■ ■■ , N  -  1. Assume the wavelet function 
is given as ^ 0(t), where t  is a non-dimensional time param
eter to form the function. Take Morlet wavelet for example 
(details will be provided in next section):

M t) e 2 (6)

In this equation, it can be seen that the convolution 
should be done for N  times for each scale a. Thus, we can use 
discrete Fourier transform (DFT) to complete these N  times 
convolution simultaneously. The DFT is calculated as:

1
N - 1

n J2 x(n) (8)
n = 0

According to Fourier’s properties, convolution in time do
main corresponds to multiplication in frequency domain. 
Hence equation (7) can be written as:

- N - 1

W f (a, b) = F F T - i r Y .  [ X A ’ ( a ^ k ) e ^ ‘
1 n=0

(9)
where u k is the angular frequency defined as:

2nk k < N

(10)

3.5 Morlet wavelet

There are several known mother wavelets in CWT, for exam
ple, Morlet, Meyer and Mexican hat wavelet. All the mother 
wavelets must satisfy the conditions of zero mean and unit 
energy, respectively given as:

ÿ( t)d t  = 0
- < X

\^(t)\2dt = 1 (11)

This is a complex sine wave modulated by a Gaussian func
tion, and u0 donates the non-dimensional frequency parame
ter. Then wavelet transform in (4) can be written as [11]:

r x ~ N- 1
W f (a,b) = J ~ t Y ,

a n=0
x(n)^0

(n -  b)At
(7)

Among these wavelet functions, Morlet wavelet is the 
earliest wavelet function used in CWT. It is a complex 
wavelet that contains the real part and the imaginary part, 
represented by a solid wave and a dashed wave respectively 
in Fig.7(a). The frequency domain representation of Morlet 
is a single symmetric Gaussian peak, as shown in Fig.7(b), 
which provides a better localization result in both time and 
frequency domain than the sharp peak of a sinusoid.

Figure 7: (a) M orlet wavelet with u0 = 6. (b) spectrum  of 
M orlet wavelet in (a). (c) M orlet wavelet with u0 = 20.

1

2

a
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In the Morlet wavelet equation (6), there is an admissibil
ity condition of u 0 >  5. This u 0 corresponds to the number 
of waves in Morlet. As shown in Figs. 7(a) and 7(c), the wave 
numbers are 6 and 20, respectively.

4 RESULTED ANALYSIS 

4.1 Comparison of STFT and wavelet trans
form

In the CWT implementation, the Morlet wavelet has been 
chosen; and for the STFT illustration, the Gauss window is 
selected. The signals from industrial data are all ‘.wav’ files 
with 1.5 seconds duration. In our experiment, all the signals 
are normalized to the same amplitude level in time domain. 
This means the amplitude of those accelerometer signals has 
been largely amplified. Furthermore, in both CWT and STFT 
computation, only the main part of the signal is processed, , 
the duration from 0.75s to 0.80s (in the following figures it 
is from 0 to 6, as there are 6000 samples). The pre-signal and 
post-signal noise has been removed to concentrate on feature 
extraction and to minimize the computational work.

4.1.1 Scale vs. frequency
When comparing wavelet transform with Fourier transform, it 
should be noted that frequency in Fourier transform and scale 
in wavelet transform are inversely proportional to each other. 
Hence, scale has a certain relationship with frequency. In 
[14], the following equation states this relationship especially 
for Morlet wavelet

b
(12)

b
a = — 

u
where b is a constant, a is the scale parameter, and u  is the 
circular frequency of the signal.

Fig. 8 shows a typical WRE signal recorded by 
hydrophone, in both wavelet’s time-scale distribution and 
STFT’s time-frequency distribution, respectively. In addition, 
the 3D illustration of the wavelet domain is given to show the 
scale components clearly. The amplitude of the signal is de
scribed in red and blue colors. Generally, the color changing 
from blue to red implies the increased amplitude. Pure blue 
color represents only the background where no signal exists.

As shown in Fig. 8(b), in wavelet domain, the signal 
starts at scale 10, which corresponds to about 10 kHz in fre
quency domain in Fig. 8(c). It should be noted that the axis 
of scale a in Fig. 8(b) and frequency v in Fig. 8(c) are in
versely distributed as explained before. The part of smaller 
than scale 2 in wavelet domain corresponds to above 30 kHz 
in STFT figures. This shows that high frequency components 
are highly compressed in wavelet domain due to Wavelet 
transform’s characteristics. The part of larger than scale 8 
corresponds to frequency lower than 12 kHz in STFT figures, 
and the details in this region have been significantly enhanced 
in wavelet domain.

4.1.2 Multi-resolution vs. single resolution
These compressing and enhancing properties make Wavelet 
transform more advanced than Fourier transforms such as

STFT. Wavelet transform has multi-resolution for different 
scales. This property meets the need of our research appropri
ately. While for STFT, there is only one consistent resolution 
for the whole signal in time-frequency plane, thus the resolu
tion of those frequency components cannot be distinguished 
for different uses. In this AE application, we would like to 
both enlarge low frequency components and compress high 
frequency components. These two objectives can be easily 
achieved using Wavelet transform rather than STFT. Because 
in STFT, different frequency components will be enlarged or 
shrunk together, as it has only one consistent resolution.

4.1.3 Detailed exhibition vs. averaged infor
mation

Except for above facts, the resolution of using STFT in AE 
signal processing is too low, and the details of the signal are 
wholly averaged over the STFT window. This means, if we 
want smaller unit length and more details in the frequency 
domain, the unit length in the time domain will be increased 
as the area of this time-frequency piece should keep the same. 
While for wavelet transform technique, the problem has been 
solved, as it is designed to exhibit the sharp discontinuities 
and fast changes. This is also shown in Figs. 8(a) and (b): 
in the time domain, there is a clear gap in the middle of the 
signal (white box framed), and in the wavelet domain this is 
apparently shown with the same gap length. However, in the 
STFT analysis of Fig. 8(c), the gap has been averaged that 
it is hard to notice. From this we can see that the unit time 
length in STFT is too large to detect the real-time changes of 
the amplitude, which results in losing signal features in the 
joint time-frequency occurrence.

4.2 Comparison of hydrophone and ac
celerometer

Fig. 10 compares the wavelet and STFT domain of a WRE 
signal recorded by accelerometer. As described before, this 
signal has certain differences with the hydrophone signal, in 
both amplitude and joint time-frequency structure.

As shown in Fig. 10, the overall amplitude of this ac
celerometer signal is smaller than previous signal in Fig. 8, 
although this signal is normalized. This is clearly shown 
in STFT figures, Fig. 10(c) and Fig. 8(c), due to STFT’s 
low resolution and average of those larger-amplitude details. 
Moreover, the 3D meshing models of wavelet in Fig. 10(d) 
and Fig. 8(d) also illustrate this phenomenon. For the hy
drophone’s 3D model in Fig. 8(d), there are several red hill
tops in the signal duration. While for the accelerometer in 
Fig. 10(d), there is only one clear peak.

Another feature here to distinguish accelerometer sig
nals with hydrophone is the blank region (green box framed) 
around scale 2, which doesn’t clearly appear in hydrophone’s 
figures. This blank region corresponds to about 30 -  35 kHz 
in frequency domain, which demonstrates the attenuation of 
high frequency in accelerometer’s cases.

37 - Vol. 36 No. 2 (2008) Canadian Acoustics / Acoustique canadienne



0 t a  O o

(d) (d)

Figure 8: Transforms of a Hydrophone WRE signal: (a) 
time domain. (b) wavelet domain. (c) STFT for the signal. 
(d) 3D illustration of the wavelet domain.

Figure 10: Transforms of a Accelerometer WRE signal: 
(a) time domain. (b) wavelet domain. (c) STFT for the 
signal. (d) 3D illustration of the wavelet domain.

Figure 9: Wavelet transform of the first noise signal: (a) Figure 11: Wavelet transform of the second noise signal: 
time domain. (b) wavelet domain shows very scattered (a) time domain. (b) wavelet domain shows large scale 
density of noise signal 1. noise(low frequency) of noise signal 2.
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4.3 Features of WRE signal in wavelet domain

This part deals with purpose of this research, which is to fil
ter out most non-WRE signals and to detect the real WRE 
signals. Therefore, certain criteria should be set up as a dy
namic filter. Before setting the criteria, features of ideal WRE 
signal should be summarized based on previous analysis. In 
addition, due to the different conditions of hydrophone and 
accelerometer, the features are distinguished according to dif
ferent cases.

From the above analysis, the similar result obtained in 
section 2 can be concluded. However, due to Wavelet trans
form’s high precision and enhancement of the abrupt changes 
in signal, we can see from the above figures that the large 
scale part, corresponding to low frequency component, de
creases with time lapse almost linearly. This feature is im
portant for the detection of real WRE signals. However, in 
the Gabor window mentioned in section 2, “the sharp of the 
knife”, which describes the low frequency declining, does not 
seem to have this clear linear shape.

Figs. 9 and 11 exhibit two non-WRE data, which are 
typical noise signals with certain features: one is mess noise 
with scattered energy density; another is low-frequency noise, 
which locates much more in large scale part than in small 
scale part. These two types are the typical noise signals exist
ing in the pipeline inspection.

From the plentiful industrial data, certain features of 
WRE signal have been concluded, which are also shown in 
Figs. 8 and 10:

•  The energy should be concentrated in the main signal 
duration locating at 0.75s to 0.80s.

•  Less than 20% of the energy lies in the location of scale 
a > 8, corresponding to low frequency region of f  <
12kHz.

•  More than 40% of the energy lies in the location between 
scale 2 < a < 6, corresponding to median and high 
frequency region of 15kHz < f  < 40kHz.

In these three features, it is very important that the energy 
of real AE signal should be very condensed, which means 
most of the power should lie in the shown time band. The 
recorded data is most likely to be random noise if the ratio 
of power is too small, indicating that the energy is not con
centrated around the certain spectrum. A large amount of 
noisy signals can be eliminated through pre-processing based 
on this feature. Wavelet analysis is not needed in this prepro
cessing.

Table 1 gives the parameters for above three features ac
cording to the results of bountiful tests. The given ratios are 
calculated as following:

the energy of signal from 0.75s to 0.80s
PDR

LSR

SSR

These parameters are chosen to be tolerant enough not 
to miss weak WRE signals, but still get rid of most noise 
data. It should be noticed that these features are distinguished 
for hydrophone and accelerometer, due to their different sig
nal characteristics: the parameters chosen for hydrophone are 
more strict than accelerometer in all three features, as hy
drophone signals have higher SNR and are easier to be de
tected.

Table 1: Threshold of Hydrophone(Hyd) and Accelerom- 
eter(ACC) WRE signals

Hyd ACC

Power-density-ratio(PDR) 4.85% 4.25%
Large-scale-ratio(LSR) 15% 22%
Small-scale-ratio(SSR) 40% 33%

the energy of the whole signal 
the energy of signal in scale interval a >  8 

the energy of the whole signal 
the energy of signal in scale interval 2 < a < 6 

the energy of the whole signal

5 IMPLEMENTATION AND EXPERIMENT 
RESULTS

As mentioned at the beginning, the purpose of this research 
is to filter out non-WRE signals and detect the real WRE sig
nals. The experiment is carried out in two steps: first, get rid 
of the obvious non-WRE signals in order to save storage and 
reduce computational demand; secondly, detect the real WRE 
signals.

5.1 Implementation

The algorithms of both wavelet and STFT are implemented 
in Matlab 7.1 platform. The wavelet detection procedure is a 
four-step program, shown as following, where PDR, LSR and 
SSR refer to the ratios in Table 1:

1. Extract only the main part of the signal, which locates at 
0.75 to 0.80 seconds in the recorded duration.

2. Calculate the power-density-ratio (PDR) of the extracted 
signal over the whole signal:
If the ratio is larger than the threshold -  consider as sus
pected WRE for further process;
If the ratio is smaller than the threshold -  obvious non- 
WRE, filter out.

3. Wavelet transform of the suspected WRE.

4. Calculate the scale ratio of transformed WRE:
the large scale ratio (LSR) should be less than the thresh
old;
the small scale ratio (SSR) should be greater than the 
threshold.

In these four steps, the first two steps aim to get rid of 
most obvious non-WRE data, and they achieve desirable re
sults. The last two are not always satisfied due to the variety 
of WRE, and the wavelet features should be modified accord
ing to particular practical demands. As this is industrial appli
cation, the probability of miss detection should be as small as
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possible. It is a compromised situation to sacrifice the detec
tion accuracy. Therefore, in real implementation, for the forth 
step, satisfying either feature will be considered as suspected- 
WRE, so as to reduce the miss detection probability.

5.2 Computational complexity issue

As the method and algorithm will be fully implemented in 
embedded system for industrial installation, it should mini
mize the processing time. Otherwise there might be missed 
signals during the processing time.

In the four steps, when doing wavelet transform, signals 
with more detail and noise usually take longer time to pro
cess, which means it is essential to get rid of the obvious non- 
WRE signals before wavelet transform procedure. Therefore, 
the first two steps of PDR filtering should be robust enough to 
filter out as many non-WRE signals as possible, while passing 
all the WRE signals.

Although the computation of PDR in the pre-processing 
is very easy, the threshold of PDR used in the first round of fil
tration has a large impact on the computational complexity of 
the second round of analysis that involves wavelet transform. 
A higher PDR threshold reduces the computational demand 
of the wavelet process but may result in missed detection of 
the weak WRE signals. Fewer WRE signals will be miss- 
detected but the processing becomes more complex if a lower 
PDR threshold is used. Different thresholds for hydrophone 
and accelerometers are used to produce the results presented 
in the following section. These thresholds are selected ac
cording to different practical requirement.

5.3 Results

In our experiment, over 5000 signals are tested to compare the 
miss alarm (MA) and false alarm (FA). Here MA represents 
a real WRE signal that is not detected; and FA represents a 
noise signal that is mis-detected as WRE signal. 6 groups of 
data are listed as bellow:

Table 2: Results of 6 tested groups
1 2 3 4 5 6

Type ACC Hyd ACC Hyd ACC Hyd
Tested 41 28 89 269 517 756

Detected 38 28 11 15 66 2
Confirmed 41 28 3 14 3 0

MA 3 0 0 0 0 0
FA 0 0 8 1 63 2

In Table 2, the first two groups are all confirmed WRE 
signals for Accelerometer (ACC) and Hydrophone (Hyd), re
spectively. We can see that Hydrophone signals are all de
tected, while three Accelerometer signals are missed. When 
double checking the missed data, we figure out that one of 
them is too weak to be detected, and the other two have too 
many low frequency components. However, all of them sat
isfy at least one feature. While in real applications, these sig
nals will be automatically considered as suspected-WRE, and
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subjected to further inspection.
The two groups in the middle are samples of observed 

data when certain AE event occurs.It can be seen that most 
of the signals are noise, and about 5% of the data are WRE 
signals. Also it is clear that the algorithm claimed above de
tected all the signals, and especially in Hydrophone case it 
works better.

The last two groups are real data from the same source 
as the middle groups. However, these are the data randomly 
picked from daily monitoring, and we can see that over 99% 
of them are noise. Due to different condition, we can see that 
for Hydrophone, 99.9% of the noise is excluded, while for 
Accelerometer, more false alarms happened because of looser 
criteria. Consequently, in industrial application the proposed 
algorithm and criteria will not only greatly reduce the labor 
work of manual detection that the company is now using, as 
it is such a tedious and biased work to discriminate signals 
using eyes and ears, but also hugely increase the accuracy of 
detection.

6 CONCLUSIONS

In this paper, the Morlet wavelet is used to extract the fea
tures of WRE signal in Pre-stressed Concrete Cylinder Pipes 
(PCCP). Compared with Short-Time Fourier transform, the 
Wavelet transform provides better signal detection due to its 
inherent ability to detect abrupt changes. Also from the ex
perimental results we can see that wavelet transform is a ro
bust technique in time-scale-frequency analysis. In summary, 
wavelet analysis is an efficient technique for AE signal pro
cessing, especially in extracting detailed features, and detect
ing signals under investigation.
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