**Effects of Mouthing and Interlocutor Presence on Movements of Visible vs. Non-Visible Articulators**

Katie Bicevskis*, Jonathan de Vries1,2, Laurie Green1, Johannes Heim1, Jurij Božič1, Joe D’Aquisto1, Michael Fry1, Emily Sadlier-Brown1, Oksana Tkachman1, Noriko Yamane1, Bryan Gick1,3

1 Department of Linguistics, University of British Columbia, Vancouver, BC, Canada
2 Interdisciplinary Studies Graduate Program, University of British Columbia, Vancouver, BC, Canada
3 Haskins Laboratories, New Haven, CT, USA

Abstract

Speakers take into account what information a conversation partner requires in a given context in order to best understand an utterance. Despite growing evidence showing that movements of visible articulators such as the lips are augmented in mouthed speech relative to vocalized speech, little to date has been done comparing this effect in visible vs. non-visible articulators. In addition, no studies have examined whether interlocutor engagement differentially impacts these. Building on a basic present/not-present design, we investigated whether presence of audible speech information and/or an interlocutor affect the movements of the lips and the tongue. Participants were asked to a) speak or b) mouth three target syllables in interlocutor-present and interlocutor-not-present conditions, while lip and tongue movements were recorded using video and ultrasound imaging. Results show that lip protrusion was greater in mouthed conditions compared to vocalized ones and tongue movements were either attenuated (/wal/) or unaffected (/ril/, /ral/) by these same conditions, indicating differential effects for the visible and non-visible articulators in the absence of an auditory signal. A significant interaction between the social engagement and vocalizing conditions in reference to lip aperture showed that participants produced smaller lip apertures when vocalizing alone, as compared to when in the presence of an interlocutor. However, measures of lip protrusion failed to find an effect of social engagement. We conclude that speakers make use of both auditory and visual modalities in the presence of an interlocutor, and that when acoustic information is unavailable, compensatory increases are made in the visual domain. Our findings shed new light on the multimodal nature of speech, and pose new questions about differential adaptations made by visible and non-visible articulators in different speech conditions.
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1 Introduction

This study examines how the motion of visible articulators (e.g. the lips) and non-visible articulators (e.g. the tongue) are affected by two factors: (1) the presence of proprioceptive auditory feedback and (2) the presence or absence of an interlocutor. A large body of literature now points to the importance of the visual modality in speech perception [3, 8, 14, 15, 16, 21, 22, 24]. Perceptual accuracy generally increases when the perceiver can both hear and see a speaker. In light of such results, we ask whether an articulator’s visibility (i.e. visible or less visible) will affect its magnitude of movement when information from the visual modality becomes more important.

Because of the non-trivial contribution of vision to speech perception, it is perhaps not surprising that speakers tend to increase facial movements in environments where the auditory signal is degraded [5, 6, 10]. Hazan & Kim [10] found that speakers visually enhanced their articulation of /l/, /i/ and /l/ (indicated by an increase in inter-lip area) when they were required to carry out a communicative task in noise. Increases in visible articulator movement could be interpreted as a mechanical side-effect of the increased effort required to speak louder in noisy settings. This increase in speech effort, usually referred to as Lombard Speech, was first noted by Lombard [13], who found an immediate and involuntary vocal increase as a response to noise. Interestingly, Herff, Janke, Wand & Schultz [11] found increased facial movement in noisy conditions in silent as well as vocalized articulation. These findings suggest that visible articulator movements increase in order to compensate for a degraded or absent auditory signal, even in the case of the relatively unnatural condition of silent speech. Furthermore, Ménard, Leclerc, Brisebois, Aubin & Brassier’s [17] study comparing blind and sighted speech found that in the production of French vowels, blind speakers demonstrated less difference in upper lip protrusion than sighted speakers and Cvejic, Kim & Davis [4] found that speakers made auditory cues (e.g. to prosody) more salient when it was known that visual cue information was unavailable to their conversation partner. Together, such findings imply that speakers take into account what type of information an interlocutor will require to best understand a given utterance in a given context. In the present study, rather than using noise to effect signal degradation, we include mouthed and vocalized utterances in order to examine how the absence or presence of an auditory signal affects the visible and non-visible articulators, respectively. Similar to previous work, we hypothesized that the movement of visible articulators would increase while mouthing, that is, when the auditory signal is absent.

While previous work has illustrated that the movement of visible articulators tends to increase when the visual modality is more important, such as when auditory information is degraded or absent, very little attention has been paid to the role of non-visible articulators (tongue). Though some work has been done examining the impact of visibility on articulator movement, samples have been small (i.e. a single participant in [7]). It has been suggested based on this data that tongue movements that are less visible do not increase in magnitude in noise, and that lip movements are not more enhanced in noise when interlocutors can see each other. However, these results should be seen as suggestive rather than conclusion due to the study’s small sample size, a problem we attempt to rectify. A relatively clear prediction for the movement of articulators carrying less visual information may be formulated, namely that the movements of less visible articulators such as the tongue should be significantly less affected by changes in the environment which require increased attention to visual information. An alternative hypothesis would maintain that, as speech in noise is augmented in a variety of ways not exclusively visual [23], the augmentation should not be sufficiently sensitive to the modality-specific needs of an interlocutor, and should extend equally to both visible and non-visible articulators.

To test our hypotheses, we employ simultaneous ultrasound and video imaging to capture the behaviour of the lips and tongue.

Considering visible and non-visible articulators also mandates the present study's small sample size, a problem we attempt to rectify. A relatively clear prediction for the movement of articulators carrying less visual information may be formulated, namely that the movements of less visible articulators such as the tongue should be significantly less affected by changes in the environment which require increased attention to visual information. An alternative hypothesis would maintain that, as speech in noise is augmented in a variety of ways not exclusively visual [23], the augmentation should not be sufficiently sensitive to the modality-specific needs of an interlocutor, and should extend equally to both visible and non-visible articulators.

Our experimental design involves simultaneous ultrasound imaging of the tongue and video imaging of the lips, capturing their movement in the presence of auditory information (vocalized condition), absence of auditory information (mouthed condition) and in the presence and absence of an interlocutor. We predict that: 1) tongue movements will be unaffected by speech condition (mouthed/vocalized) and the presence/absence of an interlocutor; 2) lip movements will increase in magnitude in mouthed conditions; 3) lip movements will increase in magnitude with the presence of an interlocutor.

2. Methods

2.1. Participants

22 students at the University of British Columbia participated in the study. All were native speakers of a North American variety of English. All participants self-reported normal or corrected-to-normal vision and hearing. All participants were paid for their services at a rate of $10 per hour.
Data from male participants with beards were excluded due to the effects of hair growth on ultrasound image quality. Since these exclusions significantly reduced the number of male participants compared to female participants, all males were ultimately excluded. Ultrasound image quality was also the major factor for excluding data obtained from a number of other participants: despite our efforts to keep subjects in a stable position, some subjects still moved away from the ultrasound probe, which resulted in poor image quality. Ultimately, 12 of 22 participants had to be excluded on these grounds. The final analysis was performed on the data obtained from 10 female participants (age range 18-24; \( M = 20; \ SD = 1.70 \)).

2.2. Procedure
Participants were tested individually in a sound-attenuated booth. Seated in a dentist’s chair, participants positioned their heads on a headrest to minimize head movement. An Aloka SSD-5000 Doppler Ultrasound Equipment with a UST-9118 endo-vaginal 180 degree electronic curved array probe on a microphone arm was positioned under a participant’s chin. The ultrasound machine was connected to an iMac computer via a firewire port which displayed and recorded the video within the iMovie program. A small table with a computer screen was placed approximately 0.5m in front of the participant. A JVC GZ-E300AU camcorder was set up approximately 1.25m in front of the participant and adjusted to capture the entire face and head area. A 5mm x 5mm sticker was positioned on the zygomatic bone immediately anterior of the left ear in order to serve as a stable starting point from which to measure lip protrusion. An 18 x 21cm mirror was positioned at a 45 degree angle to the participant’s face so that a side view of her lips was visible in the view of the camcorder. A Blue® Yeti USB Microphone (Model 1950) was placed inside the sound booth in omnidirectional mode. This was connected to a speaker outside the sound booth so that the experimenter could hear the participant’s speech and the sound cue that signalled the end of a block. Participants were seated facing the door of the sound booth. This guaranteed the participants’ awareness of the experimenter’s presence inside the booth.

The experiment elicited both mouthed and vocalized utterances across a 4-stage continuum of interlocutor engagement (Social Engagement). In the first stage, there was no interlocutor present (Not Present); in the second, the interlocutor (a role performed by the experimenter, who was male) was present in the sound booth but did not engage with the participant (Not Engaged); in the third, the interlocutor was present in the sound booth and asked the participant some questions regarding the comfort of the equipment (Present and Engaged); in the fourth, the interlocutor was present and responded to each utterance with a matching hand gesture (Present and Gesturing). Each of the four stages constituted a Social Engagement condition. There were two conditions for speech production (Speech Production): vocalized and mouthed. This yielded a total of 8 conditions. A pilot study with 7 participants was run to test our experimental setup and conditions. An informal evaluation of that pilot data failed to yield promising results for Not Engaged and Present and Engaged. This was confirmed based on preliminary analysis of the first two experimental participants. In the resulting design, these two intermediate points were retained as fillers, and only the two endpoints of the interlocutor enhancement continuum (Not Present and Present and Gesturing) were included in the final analysis, yielding only 4 conditions.

We focused on three Target Syllables: /wa/, /a/ and /i/. The consonants /w/ and /a/ were chosen as they are known to vary in their degree of lip and tongue constriction depending on their position in the syllable, exhibiting the greatest degree of constriction in onset position [2, 9]. /w/ was selected to induce lip aperture constriction (rounding) and tongue-dorsal movement while /a/ and /i/ were selected to induce lip protrusion and tongue-blade (for /a/) and tongue-dorsal (for /i/) movements. The reason for two /a/ initial syllables was to avoid coarticulatory effects between the consonant and following vowel. In /a/ the tongue anterior gesture of /a/ is largely blended with that of the following high front vowel, while in /a/ a similar blending occurs with the tongue root [20]. Analysis of each syllable was therefore focused on the position of the tongue less affected by vowel coarticulation.

Prior to the beginning of the experiment, participants were instructed to “read the item aloud in your normal speaking voice” for the vocalized conditions and “mouth the items without making a sound” for the mouthed conditions. Each block was initiated by the experimenter offering the participant a sip of water. Test items were presented using Psychotoolbox (version 3.0.11) (http://psychtoolbox.org) for MATLAB with a 1 second minimum presentation of each item. The order of the tokens with each block was pseudo-randomized. Participants controlled the transition between items with the space bar on a keyboard. Each run was comprised of 24 test blocks (3 for each of the 8 conditions) with 5 utterances per token per trial. This resulted in 15 tokens per utterance per condition. After the recording portion of the experiment, subjects completed a questionnaire on the experience of participating in the study. Participants rated the friendliness of the experimenter (\( M = 6.80, SD = 0.42 \)), as well as the naturalness of their speech production for both mouthing (\( M = 4.3, SD = 1.06 \)) and vocalizing conditions (\( M = 5.00, SD = 1.05 \)), on a 7-point Likert scale.

2.3. Analysis

Analysis of the lips
Using Final Cut Pro 10.1.1 (http://www.apple.com/final-cut-pro), one frame per token was extracted from the video at the most constricted closure point of /w/ for /wa/ tokens (as determined visually using the front view of the participant) and the most protruded point of /a/ for /a/ and /i/ tokens (as determined visually using the side-view of the participant). Analysis proceeded in ImageJ 1.48 (http://imagej.nih.gov/ij/index.html). For each frame, the red channel was filtered out and “Default”
or “Percentile” threshold settings applied to produce a bi-tone black and white image.

Lip protrusion and lip aperture were measured with the straight line tool. Lip protrusion was measured by drawing a line (on the side mirror image) from the sticker on the side of the participant’s face to the most protruded pixel (taken to be the most rightward pixel) on a participant’s upper lip. When the most protruded point spanned more than one pixel, the most protruded pixel closest to the mouth opening was selected. Lip aperture was measured by drawing a 90 degree line in approximately the centre of the lip opening as seen in the front view image. As ImageJ measures in pixels, the measurements were then converted to centimetres. A scale was possible by comparing the width (in pixels) of the ultrasound probe tip in the image to its known physical width of two centimetres.

Figure 1: Tongue measurement points: (a) tongue dorsum for /wa/; (b) tongue tip/blade for /aɪ/; (c) tongue root for /aɪ/. 

Analysis of the tongue

Tongue frames were extracted from the ultrasound video using Final Cut Pro. For each token, the extracted frame represented the point of most extreme constriction within the consonant prior to the transition into the vowel. For /wa/, this was the frame in which the tongue dorsum was highest relative to the middle of the transducer arc; for /aɪ/, this was the frame where the tongue blade was highest relative to the transducer arc; and for /aɪ/, where the visible portion of the tongue root was in its most posterior position relative to the same point on the transducer arc (see section 2.2). Analysis proceeded in ImageJ. Using the straight line tool, the distance from the transducer arc to the relevant point in each token was measured (see Figure 1). As with measurements for the lips, values were then scaled to centimetres.

3. Results

In order to investigate the validity of our hypotheses regarding the effects of Speech Production type, degree of Social Engagement and Target Syllable, three separate 2x2x3 repeated measures ANOVAs were conducted with normalized values (Student’s t-statistic for each participant) for tongue height, lip protrusion and aperture as the dependent variables respectively. The statistical analyses were primarily conducted utilizing the GLM syntax in SPSS (http://www-01.ibm.com/software/analytics/spss/), with minor further investigations employing the affix package in R (http://www.r-project.org). Maulchy’s test for Sphericity was employed and where sphericity was violated the Greenhouse-Geisser method was utilized to correct degrees of freedom. Additionally, simple main-effects analysis with a Bonferroni correction (significance at $p < 0.05$), was employed to further investigate any significant effects found in the repeated measures ANOVAs.

Tongue Height

Maulchy’s test for sphericity regarding the 2x2x3 ANOVA for tongue height indicated a violation. A 2x2x3 repeated measures ANOVA yielded statistically significant differences between the means of Target Syllables, $F(1.12, 10.04) = 55.41, p = 0.0001$, $\eta^2_G = 0.84$, as well as significant interaction between the Target Syllables and the Speech Production method, $F(1.43, 12.91) = 7.51, p = 0.01$, $\eta^2_G = 0.03$. As illustrated in Figure 2, simple main effects post-hoc tests (Bonferroni corrected) on the estimated marginal means revealed significant mean differences ($p < 0.05$) in both vocalized ($p < 0.001, < 0.001, M=1.919, 2.034, SE = 0.172, 0.164, 95\% CIs [1.415, 2.423], [1.553, 2.516]$) and mouthed ($p < 0.001, < 0.001, M=1.757, 1.729, SE = 0.174, 0.121, 95\% CIs [1.247, 2.267], [1.375, 2.083]$) syllables of /aɪ/ and /wa/ compared to /aɪ/ respectively. Additionally, post-hoc tests indicated that the mean difference between vocalized and mouthed conditions only proved statistically significant for /wa/ ($p = 0.004, M=0.159, SE = 0.042, 95\% CI [0.064, 2.53]$) as displayed in Figure 2 (error bars in the graphs correspond to the standard error of the mean in all figures). These results suggest that participants exhibited an attenuation in tongue height during mouthing versus vocalized conditions in /wa/ utterances. However, the current measurement of participant tongue height appeared to be statistically unaffected by the Social Engagement
conditions, in line with the initial hypothesis. These results appear to indicate that tongue height attenuation during mouthed compared to vocalized speech is observed for certain syllables, and is unaffected for others.

**Figure 2:** Post-hoc pairwise comparison regarding the interaction between Target Syllable and Speech Production method yielded significant mean differences in both vocalized ($p < 0.001$, $< 0.001$) and mouthed ($p < 0.001$, $< 0.001$) conditions. Note the significance values pertain to comparisons indicated by the brackets and are colour coded by Speech Production method. $p < 0.05^*$, $0.01^{**}$, $0.001^{***}$.

**Lip Protrusion**

Similar to the results for Tongue Height, Maulchy’s test for sphericity indicated that the Greenhouse-Geisser correction should be employed. As per the analysis of tongue height, a 2x2x3 repeated measures ANOVA regarding lip protrusion was conducted. Critically only the main effects of the method of Speech Production, $F(1, 9) = 10.85$, $p = 0.009$, $\eta^2_G = 0.10$, as well as Target Syllable, $F(1.27, 11.39) = 17.20$, $p = 0.0009$, $\eta^2_G = 0.19$, proved statistically significant. Bonferroni adjusted pair-wise post-hoc comparisons (see Figure 3) indicated an increase in lip protrusion for mouthed compared to vocalized utterances ($p = 0.009$, $M=0.308$, $SE = 0.093$, 95% CI [0.096, 0.519]), as well as for /wa/ compared against /a/ and /i/ ($p = 0.009$, $0.001$, $M=0.5$, $0.456$, $SE = 0.125$, $0.081$, 95% CIs [0.133, 0.866], [0.219, 0.694]) respectively.

Participants appeared to exhibit more lip protrusion during mouthed compared to vocalized utterances. The differences in lip protrusion between the syllables appear to pattern in a related, but inverse manner to the tongue height data. Specifically, /wa/ exhibited an increased degree of lip protrusion comparative to /a/ and /i/, as shown in Figure 4. However, lip protrusion measures in participants appear to be inert to the Social Engagement conditions, contra to our hypotheses.

While providing merits in isolation, measurements of lip protrusion only provide a single metric of assessing the external regions of the vocal tract, hence, the results of this data should be considered in correspondence with those of lip aperture.

**Figure 3:** Post-hoc pairwise comparison regarding the main effect of Speech Production method. Lip protrusion increased significantly for mouthed compared to vocalized utterances ($p = 0.009$). $p <0.05^*$, $0.01^{**}$, $0.001^{***}$.

**Figure 4:** Post-hoc pairwise comparison regarding the main effect of Target Syllable. Lip protrusion was significantly different for /wa/ compared against /a/ and /i/ ($p = 0.009$, $0.001$) respectively. Note the significance values pertain to comparisons indicated by the brackets and are colour coded to indicate the comparative difference in means regarding /wa/, $p < 0.05^*$, $0.01^{**}$, $0.001^{***}$.

**Lip Aperture**

Results from the 2x2x3 repeated measures ANOVA regarding standardized measurements of lip aperture indicated statistically significant results for the main effect of Target Syllable, $F(1.65, 14.85) = 5.02$, $p = 0.03$, $\eta^2_G = 0.21$, as well as a significant interaction between whether participants were vocalizing or mouthing and the Social Engagement condition, $F(1, 9) = 6.62$, $p = 0.03$, $\eta^2_G = 0.01$. Bonferroni corrected post-hoc pairwise comparisons regarding the Target Syllables yielded non-significant results for all pairwise comparisons. Similar applications of the post-hoc procedure to the interaction yield a singular statistically significant mean difference between Social
Engagement conditions when participants were vocalizing. Specifically, participants exhibited smaller lip apertures during vocalization in the Not Present condition compared to when an interlocutor was Present and Gesturing \((p = 0.025, M=0.187, SE = 0.069, 95\% \ CI [0.030, 0.344])\) as displayed in Figure 5. Interpretation of these results may benefit from disclosure that a visual inspection of this data indicated a greater degree of participant variability compared to the tongue height and lip protrusion metrics. For instance, the standard error regarding the difference between the means of participants mouthing in the Not Present condition and those obtained from participants when vocalizing in the Present and Gesturing condition are approximately three times greater than those of the statistically significant comparison despite visually similar disparities in magnitude (see Figure 5).

![Figure 5: Post-hoc pairwise comparison regarding the interaction between Speech Production method and Social Engagement conditions. Participants exhibited smaller lip apertures during vocalization alone compared to when an interlocutor was present \((p = 0.025), p < 0.05^*, 0.01^{**}, 0.001^{***}\).](image)

4. Discussion

This study examined the effects of mouthing vs. vocalizing and interlocutor presence vs. absence on the movements of visible and non-visible articulators. Previous studies on speech in noise \([6, 10]\) found increased movement in the visible articulators during speech in noisy environments. Ménard’s \([17]\) study on blind speech supports the notion that visible articulators are used by sighted speakers to convey speech information. In this context, our study was designed to shed more light on the possible differential uses of visible and non-visible articulators by sighted speakers in the absence of noise. We will discuss our findings in relation to our hypotheses provided in the introduction and will conclude with some elaborations that go beyond these hypotheses.

Firstly, we predicted that tongue movement would be unaffected by Speech Production method (mouthed/vocalized) and Social Engagement condition (presence/absence of an interlocutor). Considering /wa/, this was not the case with regard to Speech Production method. Mouthed speech showed significantly less articulatory movement as compared to vocalized speech. This finding may be explained by the fact that in the absence of an acoustic signal, it is not necessary for the tongue to hit an articulatory target. For the remaining two syllables, however, our hypothesis was confirmed: tongue height was unaffected by the changes in speech condition. Further, none of the Target Syllables were significantly affected by the Social Engagement conditions. Hence, we interpret these results as a partial validation of our initial hypothesis. The major differences in tongue height between the individual syllables /a/, /wa/ and /i/ can probably be ascribed to articulation differences due to the following vowel. One reason why /wa/ stands out as the only syllable showing a significant effect might be that the lips are perceptually more prominent during the articulation of /w/ versus /u/. We can therefore not rule out that the tongue height findings are associated with the differences in lip movement. The finding that tongue height is statistically unaffected by the Social Engagement conditions does not come as a surprise since non-visible articulators are not expected to be affected by the presence of an interlocutor.

Secondly, we predicted that lip movements would increase in magnitude in mouthing conditions. In line with this prediction, results indicated that participants increased lip protrusion during mouthed utterances compared to vocalized utterances. The individual differences for the Target Syllables resemble the pattern that emerged for the tongue height data. Specifically, /wa/ exhibited a significantly increased degree of lip protrusion compared to /a/ and /i/. This implies a trade-off between tongue position and lip protrusion in /wa/. A similar trade-off has been previously observed between the tongue body and lip rounding for the vowel /a/ \([19]\). The measurements in lip aperture, however, did not produce any valuable insight for the distinction between mouthing and vocalizing.

Thirdly, we predicted that lip movements would increase in magnitude with the presence of an interlocutor. We therefore expected participants to produce articulations with greater protrusion and smaller aperture when an interlocutor was present. The findings for lip protrusion were not affected by Social Engagement condition. However, lip aperture showed a significant effect of Social Engagement, albeit in the direction opposite to what we predicted. During vocalized speech, participants produced smaller lip apertures when they were vocalizing alone, compared with when an interlocutor was Present and Gesturing. This was a surprising finding considering our prediction, but the relatively smaller aperture in the Not Present condition may be related to the lack of a communicative partner. Under this condition, because there is no communicative reason to make visual cues salient, participants may produce less dynamic articulations in general, maintaining a relatively more closed mouth across the entire utterance. In contrast, the presence of an interlocutor introduces a situation under which visual cues are useful and participants therefore respond more dynamically.

Though participants behaved in a way that contradicted our
third prediction, the data can still be interpreted as demonstrating the sensitivity of visible articulators to the social engagement conditions in a way that supports a multimodal view of speech. Specifically, the observed interaction for lip aperture may only arise as the visual domain becomes relevant for communicative purposes. Lesser lip protrusion in blind participants compared to sighted [17] as well as the increase of lip protrusion under the effects of noise [5, 6, 10, 12] would appear to support these observations. However, under this interpretation it is unclear why no effect is observed in the mouthing condition when an interlocutor is present.

It is worth noting the limitations of our methodology. The measurement techniques we employed measured the maximal point of constriction of the Target Syllables. However, this measurement is static rather than dynamic, we were therefore unable to capture the amount of overall movement in each articulation. A more dynamic method of measurement which is able to capture movement could potentially be beneficial in obtaining data which more accurately depicts levels of movement/activation in speech gestures under these different speech conditions. Regarding the third hypothesis, a suggestion from an editor of this paper was that the perceived friendliness of the interlocutor could have influenced participant tendencies to display positive affect using the visible articulators (i.e. via smiling), and that this impacted lip aperture values. While we did look at naturalness and friendliness to ensure reliability and validity of our experimental conditions, our study was not designed to examine naturalness or friendliness as statistical factors. However, these would be interesting directions for future study.

Our findings suggest that speakers make use of both the auditory and visual speech signals and are aware of the information available to their interlocutor. To aid in communication, compensations are made when information from one of these signals is unavailable. Potential future research should investigate how the various visible and non-visible articulators respond dynamically under social engagement conditions.
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