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Abstract

Machine learning can reliably distinguish a variety of mental and physical states based on acoustic alterations in the speech
stream. Recent acoustic research found that cannabis intoxication results in significant differences in several acoustic correlates.
Encouraged by these observations, we report models aimed at detecting cannabis intoxication from human speech. Using a small
number of speakers (4 male,4 female) we exploit mel spectrograms from sober and intoxicated productions of sustained vowels,
to train models under various gender-nuanced conditions (i.e., male-only, female-only, gender-agnostic) using convolutional
neural networks (CNNs). In speaker-independent cross-validation, we report encouraging model performance (avg macro F'1
- females : 68.6%, males : 67.9%).
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Résumé

L apprentissage automatique peut distinguer de maniere fiable une variété d’états mentaux et physiques sur la base des
altérations acoustiques du flux vocal. Des recherches acoustiques récentes ont montré que 1’intoxication au cannabis entraine
des différences significatives dans plusieurs parametres acoustiques. Encouragés par ces observations, nous présentons des
modeles visant a détecter I’intoxication au cannabis a partir de la parole humaine. En utilisant un petit nombre de locuteurs (4
hommes, 4 femmes), nous exploitons des spectrogrammes de mélanges de productions sobres et intoxiquées de voyelles soute-
nues, pour entrainer des modeles dans différentes conditions de genre (c’est-a-dire, homme seulement, femme seulement, sans
considération de genre) en utilisant des réseaux neuronaux convolutifs. Dans le cadre d’une validation croisée indépendante du
locuteur, les performances du modele sont encourageantes (avg macro F'1 - femmes : 68,6%, hommes : 67,9%).

Mots clefs: détection d’état mental, intoxication au cannabis, détection automatique

1 Introduction using machine learning methods has been demonstrated for
many of these states (Alcohol - see [7], Parkinson’s - see
[8]). A preliminary acoustic analysis on cannabis-intoxicated
speech [9] found significant spectral and phonetic alterations
in the speech of eight participants following cannabis intoxi-
cation. We use this very same dataset to train models based
on 2-layer 2D CNNs (Convolutional Neural Network) to de-
tect cannabis intoxication from sustained vowel articulations.
Our models perform binary classification, predicting whether
samples from unseen speakers were produced in sober or in-
toxicated conditions.

With the recent legalization of cannabis in Canada, accurate
detection of cannabis intoxication is a necessity in legal and
medical contexts. Aside from a blood test, which is unde-
sirable for both ethical and logistical reasons, there is cur-
rently no reliable detection method for cannabis intoxication.
The goal of this work it to investigate the feasibility of auto-
mated methods to detect cannabis intoxication from acoustic
speech data. In particular, we present effective neural network
models trained to detect intoxication from sustained vowels.
Crucially, we obtained these results using a relatively simple
and easily available network architecture and minimal data
preprocessing. We believe these results highlight the robust 2 Related Work
effect of cannabis intoxication on phonation and the effecti-

. . To date, we know of no previous research investigating auto-
veness of deep learning for this task. P gauns

mated detection of cannabis intoxication from speech data.

Acoustic analysis has been shown to reliably distinguish  However, there has been substantial work on detecting re-
a range of mental and physiological states, including alco-  Jated speaker states such as alcohol intoxication from the
hol intoxication [1] Parkinson’s disease [2], heart disease [3], speech stream. Much of this work was fuelled by the Inter-
MDMA intoxication [4], head and neck cancer patient intel-  gpeech 2011 Intoxication Speaker State Challenge [10]. The
ligibility [5] and emotional state [6]. Accurate classification challenge utilized the Alcohol Language Corpus [11], which
contained audio recordings of German speakers performing

*. arian@alumni.ube.ca language tasks at a variety of intoxication levels. A gender
Jir' Ezﬂgﬁgﬂnﬁn&m " balanced set (n=144) was randomly selected and partitioned
§. muhammad.mageed @ubc.ca into speaker-independent training, development and test sets.
9. gick@mail.ubc.ca [10] reported a baseline model employing Support Vector
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Machines which obtained an accuracy of 65.9%. The top per-
forming model in the task [1] used Gaussian Mixture Mo-
del supervectors alongside normalized hierarchical features
to obtain an accuracy of 70.5%. More recently, [12] used a
gated recurrent neural network to achieve 75% speaker inde-
pendent accuracy using FBANK features as input.

More recent work on state detection incorporates deep
learning architectures and spectral imaging methods [13]. In
such frameworks, audio classification tasks often make use of
CNNe s as their sensitivity to time-invariant data has proven to
extremely valuable [14]. For example, there is a substantial
body of literature reporting state-of-the-art classification of a
speaker’s emotion using log-mel spectrograms and 1D [15],
2D [6], and 3D CNNs [16, 17]. The use of deep learning
and spectral imaging methods have recently been applied to
alcohol-intoxication with promising results [7, 18]. In sum,
successful state detection methodologies have been reported
using traditional machine learning or more modern deep lear-
ning methods, employing either representative features of the
audio or spectral imaging mediums.

3 Data

The dataset consists of eight participants (4 male, 4 female)
completing a set of speech tasks in sober and intoxicated
conditions using a pretest - retest format. Human research
ethics approval was obtained from the University of Victoria
HREB. Recordings took place in a sound-attenuated booth at
the University of Victoria using a the internal microphone of a
Zoom H4N Stereo recorder with a sampling rate of 44.1KHz
and a bit rate of 16. Participants were asked to sit comforta-
bly and maintain a consistent distance from the microphone.
Participants arrived after abstaining from Cannabis use for at
least 24 hours and completed the sober pretest tasks. Partici-
pants were then given a thirty minute break to consume their
cannabis and perform the identical retest tasks. Participants
provided their own cannabis and consumed varying amounts
based on their medical needs. All participants consumed their
cannabis by either smoking or vaporizing. Participants were
asked to self-report their frequency of use and degree of in-
toxication on a 1-7 scale, however as this metric was highly
subjective it was not utilized in the present analysis. It should
be noted that accurately identifying the degree of cannabis
intoxication and its interaction with a participant’s individual
tolerance level is difficult without real time monitoring of
THC levels in the blood. Habitual users of cannabis have de-
tectable THC levels in the bloodstream even when cannabis
has not been recently consumed, which further adds to the
complexity of blood-level monitoring [19]. As this study was
preliminary in nature, we opted to assess the data in a man-
ner naive to degree of intoxication and tolerance, however it
is likely that these factors will influence model performance.

All participants were native speakers of English, between
20-24 years of age with no reported speech or hearing disor-
ders. Participants included medicinal users of cannabis with a
wide range of experience, frequency of use, and tolerance le-
vels. Participants were asked to sustain seven vowels embed-
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ded within carrier words (e.g. see, sue, saw) for approxima-
tely five seconds each although the exact duration was not en-
forced. Two iterations were collected from each participant.
Our decision to include only the sustained vowel task is mo-
tivated by our desire to base our models on purely phonetic
components of speech, while avoiding the effects of supra-
segmental or non-phonetic components such as speech rate,
lexeme choice, or loudness. Each audio file contained either
the pretest or retest recording of one participant, for a total of
16 audio files, each consisting of approximately 40 seconds
of sustained vowels and their onsets following the manual re-
moval of silences.

4 Models & Experiments
4.1 Model settings

We develop models under two main settings based on how we
split our data : (1) Gender specific : Here we train two dis-
tinct models, each using male (n=4) or female (n=4) data ex-
clusively. (2) Gender agnostic : Where we use the combined
data (n=8) from both the males and females. For each setting
(i.e., male-only, female-only, and gender-agnostic), we run n-
fold cross validation experiments. Similar methodology has
recently been applied to train models for MDMA intoxica-
tion from a small number of speakers (n=31), and presents a
reasonable alternative to independent training, validation, and
test sets for smaller datasets.

Our treatment of each speaker’s data as an independent
fold allows us to obtain both (a) speaker-independent (i.e.,
across all speakers) and (b) speaker-specific (on each indivi-
dual speaker) results. In all cases, allowing individual scores
for each participant without including their data in the trai-
ning set. In our gender-agnostic version, this meant we trai-
ned on 7 speakers at each and tested on the eighth fold in a
model which did not account for gender. In our gender-split
versions, independent models were trained on female spea-
kers and male speakers respectively, allowing an evaluation
of whether gender-dependent speaker characteristics such as
FO might be a factor in classification.

4.2 Model architecture

Model architecture was invariably a 2-layer 2D CNN imple-
mented in the PyTorch [20] Python Deep learning framework.
Each layer of the CNN was fed into a ReLU activation func-
tion [21] and then max pooled. Dropout [22] was applied to
the second CNN layer and the subsequent dense layer. The
model culminated in an output node for binary classification
of speaker state (sober vs intoxicated). We use the Adadelta
optimizer [23] with the default learning rate of 1.0 - note that
pytorch does not recommend adjusting the adadelta learning
rate. Specific model hyperparameters were selected by ran-
dom search function as outlined in subsection 4.5.

4.3 Baseline

For our baseline, we train a Support Vector Machine (SVM)
with a radial basis function (RBF) kernel on the data using
eight-fold cross-validation.
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4.4 Data extraction

For each of these settings (agnostic, specific, baseline) we ex-
tract a total number of 500 mel spectrograms (250 from each
class) from each participant, for a total of 4,000 spectrograms.
The duration (in milliseconds) of each sample was determi-
ned by random search function, with possible values inclu-
ding 250, 500, and 1000ms. We use Librosa [24], the Python
audio analysis package, to produce mel spectrograms from
each sample by randomly sampling the specified duration 250
times from each of the 16 files. Specific hyperparameters for
the generation of mel spectrograms were selected by random
search function as outlined in subsection 4.5.

4.5 Random search optimization

To better understand the impact of both model structure and
data preparation on the task, we randomly search 128 dif-
ferent combinations of model tuning hyperparameters and
data settings for the creation of the mel spectrograms. Ap-
proximately one fifth of the combinations failed due to ex-
cessive memory requirements or training times and are thus
omitted (male n=27, female n=27, agnostic n=25). Hyperpa-
rameters included in the random search (and their possible
values) are listed in Table 1 alongside the hyperparameters
selected by the top performing model (selected by highest
Macro F1) for each type (e.g, agnostic). All other hyperpa-
ramters were left to the Librosa or PyTorch defaults.

Table 1: Hyperparameters included in the random search.

Possible values for each hyperparameter are summarized in the second co-
lumn. Hyperparameters selected by the top performing models are provided
in their respective column. n_fft refers to FFT window size. n_fft and mel
banks are sampled using a uniform distribution in the given range, while the
max frequency is sampled from a log uniform distribution to better probe

lower thresholds of frequency. Window length defaulted to match n_fft, and
hop length indicated as fraction of n_fft.

Data Hyp. Range Agnostic Male Female SVM
Duration (sec) 2571571 250 250 500 250
n_fft 32-2048 2048 64 2048 1024
# Mels 50 - 256 244 51 78 59
Hop Len. 1/8, 1/4, 172 1024 8 1024 256
Max Freq. (Hz) 148 - 8100 7368 3659 2330 752
Model Hyp.

L2 Reg. 0-.01 .001 .001 .003 -
Dropout CNN 0.1-0.9 40 45 .19 -
Dropout Dense 0.1-09 74 48 23 -
Batch Size 4-128 88 90 55 -
Epochs 200 6 81 2 -
CNNI Filters 2-64 63 56 56 -
CNN?2 Filters 2-64 7 38 45 -
Kernel Size 3,5 3 3 3 -
Dense Units 64-256 181 82 191 -

5 Results

Results for the top performing models (baseline, gender-
agnostic, gender-dependent) are shown in Table 2. Results for
each model are summarized in the second column in terms of
macroF1, the metric used to select the top performing mo-
dels. Subsequent columns provide positive (intoxicated) and
negative (sober) I, scores. Group averages are provided fol-
lowed by scores for each participant. As the number of items
in each class was balanced no weighting of scores was neces-
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sary (i.e. chance is equal to 50%). Mean accuracy as calcula-
ted from the mean of negative and positive recall (the metric
of choice for the Interspeech Intoxication Challenge [10]) did
not noticeably differ from Macro F} scores (SVM = 57.0%,
gender-agnostic = 60.5%, female = 67.2%, male = 68.2%)

All three models (i.e., gender agnostic, male, and fe-
male) outperformed the SVM baseline metrics (F;, posi-
tive/negative precision, recall, and F}). Despite training on
much smaller datasets, the F} of gendered combinations
(male = 67.9, female = 68.6) are substantially higher than
the gender agnostic model (59.0). A multivariate regression
evaluating the effect of model type and speaker on F} va-
lues found that gender-dependent models significantly out-
performed the SVM (p=.01) and the gender-agnostic model
(p=.02). A type II multivariate analysis of variance (MA-
NOVA) suggests that the effect of speaker (p=.004) is stron-
ger than that of model (p=.025). These observations are re-
flected in the tendency for certain speakers to perform extre-
mely well across all experiments.

For the gender-agnostic model, performance is highly va-
riable across participants, while notable improvements to the
consistency of precision and recall across participants can be
observed for the gendered models. Between the two gendered
models, the male-only model demonstrates better consistency
in performance across participants (St. Dev of F} - Males :
8%, Females : 18.8%). The rate of false positives is highest
for the female-only model, but lowest for the male model (po-
sitive precision - Female : 63.0%, agnostic : 64.5%, male :
69.3%). The rate of false negatives is highest for the gender-
agnostic model, but lowest for the female model (negative
precision - agnostic : 61.2%, male 68.8%, female 75.2%).

6 Discussion

In this study, we present further evidence that cannabis in-
toxication results in salient alterations to the speech stream.
We have also demonstrated that a deep learning system can
successfully exploit these alterations to predict cannabis in-
toxication from the vowel phonations of a previously unseen
speaker at a rate substantially higher than chance. Conside-
ring the simplicity of the model architecture and the limited
dataset, these results are encouraging. We believe this reflects
the substantial degree to which cannabis intoxication affects
voice quality. We suspect more training data from a larger
number of speakers will help further improve the system and
achieve state-of-the-art performance comparable to the detec-
tion of alcohol [7] and MDMA intoxication [4] from speech.

Our results indicate that biological speaker characteris-
tics, such as sex, may influence the necessary data and model
hyperparameters for accurate discrimination. This is eviden-
ced by our gender-specific models outperforming the gender-
agnostic model, despite the latter having more than double the
pool of training data when testing on each fold. This suggests
that acoustic correlates used by the model may differ in their
manifestation in male and female speech. We note that the
most notable acoustic difference between males and females
is that of fundamental frequency (FO). Our previous work on
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Table 2: Model performance for 8-fold gender-agnostic, and 4-fold male & female models.

Model Macro ', Pos/Neg Avg F1 F2 F3 F4 M1 M2 M3 M4
SVM 55.0 + Fy 566 695 373 758 823 59.6 539 392 350
-F 53.8 426 390 76.1 854 202 613 655 403
Agnostic 59.0 + F 56.0 38.8 352 743 88.8 43.1 687 441 549
- 62.0 72.0 521 69.7 895 51.0 527 642 448
Female 68.6 + Fy 71.7 450 62.6 748 86.8
- 609 416 784 764 893
Male 67.9 + Fy 67.6 742 757 547 66.0
- 68.1 67.8 742 552 753
this dataset [25] found notable alterations to several features pry—
. . . fmax )
of FO, namely range, trajectory, and acoustic shimmer. We ” x rombingd
acknowledge that the small dataset and aggressive hyperpa- 068 x x
rameter search likely resulted in arbitrary selection of some 0.66 x
hyperparameters. In spite of this, we find it noteworthy that 06s o X
the length of the fourier transform (n_fft) differed for top per- o x X Xy *
forming male and female models. Figure 1 provides the n_fft % 062 %
for the top ten performing models of each CNN variant (fe- = 060 x
male, male, combined). X X % ®
058 x g N
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0681 x x
il Figure 2: Performance (macro Fi) of top 10 gender-dependent
06ad x * models sorted by fmax
o | % * x R
gosz
= 060 x The results of our MANOVA suggest that individual
" N speaker characteristics substantially influence model perfor-
0381 'x ¥ x mance. Considering the small number of speakers, the risk
056{ X ) . for individual speaker differences to influence hyperparame-
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Figure 1: Performance (macro Fi) of top 10 gender-dependent
models sorted by n_fft.

This may suggest that increased temporal resolution was
necessary for male classification, and frequency resolution
for female classification. It is possible that temporal aspects
of FO such as jitter and shimmer were more predictive for
the male model, whereas FO-dependent features such as tra-
jectories, range, and deltas were more predictive for both the
female and gender-agnostic models. Another hyperparame-
ter which differed consistently between top performing mo-
del variants was the maximum frequency (fmax) of the mel
spectrogram. Figure 2 provides the maximum frequency of
the spectrogram for the top ten performing models of each
CNN variant (female, male, combined) and the respective F1
score of each configuration. Top performing female models
had a tendency to select a lower fmax than the male model
or combined models. In sum, higher temporal resolution and
maximum frequency range produced better classification for
the male dataset. Whereas higher frequency resolution and lo-
wer range produced higher performance on the female datset.
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ter selection is high. Future work including a larger number
of speakers may allow more confident insight into the uti-
lity of correlates and more nuanced evaluations of individual
differences such as degree of intoxication, tolerance, and fre-
quency of use.
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