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Introduction 

Modern electronic equipment realizing network of 
system-theory as well as signal-theory strategies was 
a strong motor within the last 15 years pushing 
speech recognition systems to better and better 
results (for summaries see for example DeMori, 1979; 
Terhardt, 19781. Nevertheless, this progress is not 
comparable with the much larger progress of the data 
processing system like computers, memories, signal 
processors. Therefore we may ask for other and better 
guidelines to organize speech recognition systems. 
since the human hearing system is still by far the 
best speech recognition system in every respect, it 
may be very helpful to simulate this system as much 
as we know about it. This idea is not new. our re­
search group seems to offer proposals in this direc­
tion each seventh year (Zwicker, 1971; Zwicker et 
al., 1979), this paper included. Other groups have 
accepted this a~roach in part by using critical band 
filtering (Klatt, 1982), by using loudness-time func­
tions for segmentation (Mermelstein, 1975; Schotola, 
1984), or more in general by using loudness-critical 
band rate-time patterns as preprocessed data base 
(Ruske, 1985 and this volume), 

Hearing research made progress in the last seven 
years especially in the field of peripheral prepro­
cessing in the cochlea. The Mossbauer technique was 
used in carefully performed animal experiments in or­
der to measure basilar membrane displacement at lower 
levels <Patuzzi et al., 1984). For research in human 
cochlear preprocessing, the oto-acoustic emissions 
became a very effective non-invasive tool in order to 
get insight into this system (Zwicker, 1979; 1986a). 
The peripheral preprocessing system acts 10 advarx:e 
of the neural data processing. The data to be proces­
Bed are displacements, velocities or accelerations, 
i.e. AC-values, which are correlated to the sound 
pressure time function. This kind of preprocessing 
ends at the synapses of the inner hair cells in the 
organ of Corti. Then neural data processing starts. 
Its function can be studied in humans almost exclu­
sively by psychoacoustical experiments. The neural 
processing with regard to speech recognition may be 
devided into two parts, the extraction of basic audi­
tory parameters, such as loudness, pitch, roughness, 
timbre, fluctuation strength, duration together with 
the selection of the dominant parameters which form 
the input data to the second part, the subsequent 
Begmentation, claesification and recognition. 

Although the general topic of our laboratory's 
research is "human hearing" and not specifically 
"Bpeech recognition" we may be able to offer to the 
research area of speech recognition some usable tools 
':"hich can help to solve some of actual problems by 
~tating the best speech recognizer, the human hea­
ring system. A paper like this should deal with all 
three topics mentioned: Ul peri(ileral preprocessing 
up ~o the first synapses, (2) extraction of basic 
aUditory parameters and selection of dominant ones, 
~ <31 !legmentation, classification and recognition. 
We are not active in topic (3), Therefore, I will 
~ntrate on topics (1) and (2) in this paper. 

1. Peripheral preprocessing 

Based on a hypothesis (Zwicker, 1979) which was 
not very well founded on real facts and which did not 
fit into the trends at that time we completed a model 
of peri(ileral processing which looks like well foun­
ded on the measured facts known now, '!be model incor­
porates three assumptions: Only inner hair cells 
transfer information towards higher neural levels; 
the outer hair cells act as nonlinear saturating ac­
tive AC-amplifiers; and form together with the hydro­
mechanic system of the cochlea many feedback loope, 
which may even oocillate although at very low levels. 

The physiological and anatomical view of the !1'0-
del was outlined formerly (Zwicker and Manley, 1983), 
and the simplified model realized in an analog ver­
sion (Zwicker, 1984; 1986a) and in a computer version 
(Zwicker and Lumer, 19851. The behaviour of a combi­
nation of linear and nonlinear networks often is dif­
ficult to describe, In our case, with a strong fre­
quency selectivity included, its behaviour can be 
outlined as a quasi linear system the nonlinearity of 
which is expressed in level dependencies. This way, 
the most prominent characteristics of the analog mo­
del simulating our hearing system's preprocessing are 
descnbed in the following paragraphs. 

A schematic diagram of two sections out of 90 in 
the analog model is shown in Fig. 1. The lJR)er part 
represents the hydromechanics of the (passive) inner 
ear in the dual form in regard to the one normally 
plotted. This way, voltages can be used as values of 
interest instead of currents. The velocity-correspon­
ding voltages are picked up through a transformer, 
amplified1n an amplifier with symmetrically satura­
ting nonlinear characteristic and feed back through a 
large resistor. This amplifying part with feedback 
represents the action of the outer hair cells. The 
inner hair cells are not shown explicitly but the 
output of each section of the model represents the 
input to the inner hair cells which is there trans­
formed into neural spike activity and transmitted to­
wards higher centers be]onging to topic (21. 

Before describing the behaviour of the periphe­
ral preprocessing simulated in the model in some de­
tail, it may be didactically helpful to compare the 
most important characteristics with those achieved in 
formerly used simple broadcasting receivers. SUch re­
ceivers have a knob to choose the station we want to 
listen to: A resonant circuit produces the frequency 
selectivity needed. otherwise we would hear many sta­
tions at the same time and the loudest one would 
disturb all the other softer ones we may be inte­
rested in. The sharper the tuning the better these­
paration of different stations. Normal passive fre­
quency selective systems have been found not to be 
sharp enough and also not sensitive enough. There-

Fig. 1: Schematic diagram of a peripheral prepro­
cessing model containing nonlinear active feed­
back. 



fore, the simple broadcasting receivers of the 30's 
got - besides the tuning knob and the volume knob -
a third, namely the feedback knob. Using active 
systems, the feedback cou)d be controlled by this 
knob. Turning it to the right, the tuning wa11 shar­
pened and the selectivity enhanced so that faint 
broadcasting stations could be received as well. '11'1is 
feedback knob, however, was a capricioua tool: tur­
ning the knob a little bit too much to the right, 

-feedback resulted in a very loud squeezing selfoscil­
lation of the system. This was a strong handicap of 
those systems. Nevertheless, the most selective and 
most sensitive adjustment could be achieved by set­
ting the knob just before the set 'where it starts 
to oscillate. SUch feedback systems basically are not 
very stable and therefore are not used anymore. 

our inner ear, however, seems to make use of 
this strategy in a very interesting variation: it 
combines the feedback system with a saturating nonli­
nearity so that - for very faint sounds - the whole 
system can act near the oscillation point with large 
selectivity and large sensitivity. For loud sounds, 
however, the sensitivity is reduced automatically and 
the tuning widened. SUch a behavior is very meaning­
ful: the large sensitivity is needed for faint sounds 
only, not for loud sounds. But what about the anno­
ying loud oscillations? The saturating nonlinearity 
acts at faint levels already, leading to the fact, 
that oscillations can be produced only with very 
small amplitude. Depending on the metabolism of the 
inner ear the system may oscillate a very little bit 
or not, an effect which was actually measured as 
sound pressure in the closed ear canal of more than 
50\ of normal hearing human subjects (Schloth, 1983; 
Dallmayr, 19851. The level of these spontaneous oto 
-acoustic emissions is mostly below threshold and 
therefore neither audible nor disturbing (no relation 
to tinnitus was found for these low-level emis­
sions!). 

11\is nonlinearity established in the outer hair 
cells creates an important characteristic: the large 
dynamic range of the sounds received is reduced 
strongly already at the level of basilar membrane vi­
bration. OUr inner ear acts in many parallel channels 
- and not in one channel only as the broadcasting 
receiver does - but all these channels act freguency 
selective so that the introduced nonlinearity does 
not disturb the information. 11\is way, the ingenious 
and very effective construction of the inner ear uses 
all advantages of the above mentioned system and 
pushes its disadvantages in the backgrourd. 
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Fig. 2: Level LaM, of the voltage equivalent to basi­
lar membrane vibration and its phase fPBM, aa a 
function of the section number, corresponding to 
place along the basilar membrane. Parameter is the 
i~t level Lip of the 1770-Hz tone. 
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The so fare more generally described characteri­
stics of the model are shown quantatively in Fig. 2, 
The level i:_., and the piase '-, oo~responding to 
the level ot: the vibration of tfiei batU.lar membrane 
and to its piaae are plotted as a function of l, the 
number of section■ of the model corresponding to the 
place along the basilar membrane. The level-place 
patterns are plotted for an i.np.1t frequency of 1770 
Hz and input levels L· of 30, 50, 70, and 90 dB. The 
comparison of the f~ curves indicates the increa­
sing place selectivity (corresponding to frequency 
selectivity) with decreasing input level. The peak 
strongly indicated for 30 dB at the characteristic 
place Cl=41 disappears more and more for increasing 
inEUt level. The increasing slopes of the curves are 
very steep but flatter for the decreasing part to­
wards large numbers , and level independent. The 
two phase-place patterns show an expected behaviour 
of strong phase lag with decreasing , which depends 
near the characteristic place cl on inEUt level Lip' 

The effect of compressing the dynamic range is 
most clearly seen in the relation between level LsMc, 
at the characteristic place and the inp1t level Li 
as indicated in Fig. 3. There, an input range oF 
(100-40ld8=60d8 is reduced to (80-39)d8=4ldB. The 
slope of this output-input function amounts in a 
large range close to 0.5. 

The model of periEfleral preprocessing explains 
very well the existance and the behavior of oto-acou­
stic emissions (Zwicker, 1986bl and also the unusual 
frequency-difference and level dependence of the 
(2f1-f21-differerx:e tones (Zwicker, 1986cl. More im­
portant for speech recognition seems to be the fact 
outlined in Fig. 2: the unsymmetric shape of the 
level-place patterns with the extremly steep rise, 
the level-dependent 3dB bandwidth which corresponds 
for normal speech level of 60d8 to a L!.l of about 8 
i.e. to the critical bandwidth, and the compression 
of the dynamic range especially at medium levels. 

2. Extraction of basic auditory paraneters 

Following the peripheral nonlinear active pre­
processing in the cochlea, the information picked up 
as vibration of the basilar membrane is transferred 
by 3500 inner hair cells into neural spike patterns. 
Since the tonotopic organization remains toward 
higher neural centers, it can be assumed that the 
information used for speech recognition is hidden in 
the neural spike rate-place-time pattern. This pat­
tern is the basis of the extraction of basic auditory 
sensations such as loudness, pitch, roughness, tim­
bre, fluctuation strength, or duration. Presuming 
that the temp:>ral variations of these parameters bear 
the relevant speech information the processes leading 
to these parameters have to be outlined. Since neuro­
physiological methods can not be applied for this 
search, psychoacoustical ones are only usable. How­
ever, the models based on psychoacoustical experi­
ments must be in line with the periEfleral preproces­
sing. This means that the reduction of signal flow 
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Fig. 3: Inplt-output relation expressed in 1770-Hz 
tone levels measured at the inEUt and at Cl=41. 



produced stepwise from the BOUnd pressure time func­
tion of speech to the final recognition by our hear­
ing system can not be reversed: something lost in 
the first parts can not show up again at a later 
stage of processing. 

The specific loudness-critical mnd rate-time 
pattern seems to be that fuooamental peychoacoustical 
pattern, from 'which all msic auditory sensations are 
derived. It is awroxirnated by the subdivision of the 
auditory frequency band into 24 adjacent critical 
bands. The amount• of specific loudness in each chan­
nel is proportional to the square root of the sound 
pressure, and p::,st-masking is already incorporated in 
its temporal stnx:ture. 

To give an impression of such a ~ific loud­
nesa-critical band rate-time pattern, Fig. 4 shows it 
for the spoken word "ELEcmoAOJIJSTICS" simplified in 
such a way that only the values of the even numbered 
bands between 2 and 22 are plotted. on top of the 
eleven time functions of the specific loudnesses N',, 
the total loudneas N is also indicated. Its time 
flmction changes much more slowly in relation to spe­
cific loudness but still contains important informa­
tion useful for se<3mentation. 

The extraction of the basic auditory sensation 
out of the specific-loudness pattern is described in 
a former paper (Zwicker et al., 19791, Meanwhile se­
veral pitch extractors have been discussed (Hess, 
19831, some of them are also based on preprocessed 
auditory patterns (Terhardt, 1979; Terhardt etal., 
1982a,bl. Also pitch strength was studied in many de­
tails (Fastl, 1980) indicating that some kinds of 
pitch are much more irrpressive than others, addition­
al data on roughness (Kemp, 1982; Aures, 19851 on 
timbre and shalFless !Aures, 1985.1, and on subjec­
tive duration (Fastl, 1982bl have confirmed the 
effectivness of the use of specific loudness-critical 
mnd rate-time patterns. 

An other basic auditory sensation, the fltx:tua­
tion strength, added to the mentioned collection 
(Fast, 1982a, 1983, 19841. It is a sensation which 
seems to be useful for indicating the rhythm of 
speech (Kohlmann, 1982, 196Sa,bl but may also produce 
hints for better and more meaningful segmentation 
(Kohlmann, 1985a,bJ. It is interesting to note that 
fluctuation strengh as a function of modulation fre­
quency has its maximum near 4 Hz, a value for which 
the loudness-time function of speech shows its maxi­
mal spectral component as well (Fastl, 1982a). 

The selection of dominant parameters is the last 
but in view of signal flow reduction still important 
step in using psychoacoustical results and models in 
&peech recognition. The dominant changes of the basic 
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auditory sensations are the features we listen t o 
during speech recognition, In order to weight the 
different changes in a proper way, they should be 
expressed in just noticeable differences as units. 
Using this kind of psychoacoustical measure, the do­
minance shows up very clearly, so that for differen­
ces for a factor of two, the smaller one can be al­
most i gnored, while for showing equal numbers of 
units, the changes of two auditory parameters are 
equivalent to each other so that both have to be 
taken into account (Suchowerskyj. 1977a,b). 
For speech recognition, the size of the information 
flow to be handled by the recognition procedure is a 
very important value. Since normal speech in a quiet 
room offers an information flow of roughly lOIJ.000 
bit/ s, this ie too much to be processed and has to be 
reduced, In the specific loudness-critical band rate­
time patterns, the flow is reduced to some 10.000 
bit / s. Transferring these patterns into time func­
tions of basic auditory sensations may reduce the 
flow for an additional factor of four. The extraction 
of only the dominant parameter changes decreases the 
flow for about a factor of two. This means that a 
signal flow closely to 1000 bit/s remains to be 
handled by the recognition procedure (see Fig. 5). 

Two experiments produced results which are in 
line with these numbers, although very precise values 
can not be given. The first experiment made use of a 
single-board on-line system for speaker-independent 
isolated word recognition <Daxer and Zwicker, 19821, 
The influence of changes of (a) the number and fre­
quency distance of channels, (bl the amplltude quan­
tization, and (cl the dynamic range on recognition 
performance was explored. The results indicate that 
10 to 20 filters meed on critical band rate, 30 dB 
of dynamic range with only three or four bite per 
channel are sufficient. Using a sample frequency of 
50 Hz, this leads to about 2500 bit/s. The second 
experiment used a vocoder system which was based on 
the specific loudness-critical band rate-time pattern 
(Knebel, 19801 and especially on sharpness (Fastl. 
1982cl to devide speech into relevant features and to 
resynthesize it again. Speech intelligibility tests 
were used to check the effectivity. The results indi­
cate that an information flow of about 1400 bit/sis 
sufficient to produce intelligibility scores of 90\. 
This means that a flow in the order of 1000 bit/s may 
be sufficient for speech recognition if an effective 
preprocessing system acts meaningfully, i.e. in our 
view, in a similar way than our hearing system. 

3, Discussion and conclusion 

Since computers and processors became so very popular 
in recent years, I have often been asked what is the 
difference between modem electronic systems and our 
hearing system in view of speech recognition. My 
reply was similar to the following sentences: (1) a 
very basic difference seems to be that electronics 
almost exclusively uses one very perfect, almost 
ideal line or prcx:essor or comp.iter in order to solve 
a problem, while most of the biological sensory 
systems use very many, very poor lines or processes 
in parallel. This way, even with one or a few lines 
broken we are still able to hear although not as 
perfect as before, (2) Biological systems prefer non­
linear devises or at least combinations of linear and 
nonlinear devises, while we have learned through our 
education in mathematics and system theory to think 
more easily in linear systems. (31 Biological systems 
make much more use of adaptation and of feedback, 
often combined with each other, while we normally 
take care to avoid feedback in order to keep our 
electronic systems stable, and adaptive metn0ries are 
caning in use only slowly. 
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Fig, 5: Blockdiagram of a speech recognition system 
based on cochlear preprocessing and psycho-
acoustics. ' 

SWnmarizing the strategies used by our hearing 
system which are discovered ao far and which may be 
used in human apeec:h recognition, a system as that 
shown in Fig, 5 c:an be offered. It contains the non­
linear peripheral preprocessing with active feedback, 
followed by the extraction of basic auditory sensa­
tions, out of which complex auditory sensations like 
virtual pitch or rhythm may be created. All these 
sensations are checked for dominant changes. The 
speech recognizing procedure makes also use of non­
auditory information like linguistic rules and Eilone­
tic rules and finally produces a sequence of phonetic 
items, 

It may be necessary to add to this simplified 
stnicture of a speech recognizing system based on au­
ditory models other parts which take care of the many 
adaptive procedures available in hearing, We can 
adapt to reverberation, even to a strongly frequency­
-dependent one, We also adapt quickly to the charac­
teristics of a speaker, however, to do so we need a 
larger information flow than in adapted situation. 
This can be given either by ideal, i.e. noiseless 
transmission of a new information or by a redWldant 
information at the beginning of a speech, as for 
example "ladies and gentlemen", Adaptation is identi­
cal with strong feedback which is indicated in Fig. 5 
by dashed lines and can be studied psychoacoustically 
in the same way as we have studied hearing sensa­
tions. Therefore and in contrary to ideas popular 
sane 15 years ago (Pierce, 19691, we have seen and 
still see in the results of hearing research an ef­
fective help in order to find new or to improve rea­
lized ideas useful in speech recognition. 
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REPRESENTATION OF THE FIRST FORMANT IN SPEECH 
RECOGNITION AND IN MODELS OF THE AUDITORY PERIPHERY 

Dennis H. Klatt 

Room 36-523, Massachusetts Institute of Technology, 
CSJDbridge MA 02139, USA 

Abstract. ' The frequency and amplitude of' the 
first !ormant are not easy to measure as fundamental 
frequency (fO) varies in speech. Perceptual data 
indicate that the ~uditory system is not bothered by 
changes to ro, but processing strategies used in 
speech recognition, such as linear prediction, 
filterbank analysis, and the synchrony spectr1.1111 are 
seriously perturbed as fO varies. The irrelevant 
variation makes it difficult/unreliable to~perform 
phonetic comparisons between similar vowels based on 
simple ideas of pattern similarity. Of the possible 
solutions to this problem considered here, the one of 
greatest practical attraction is to implement a 
sYnchrony spectrum representation of vowel-like speech 
sounds, and a "learned pattern equivalence" approach 
to vowel phonetic-quality equivalence across different 
fundamental frequencies. 

DFT magnitude spectra (25.6 ms Hamming window) of 
the lowest 1 kHz of' a series 0£ 5 kHz synthetic vowels 
are shown in Figure 1, All synthesis parameters have 
been held constant across stimuli except for the 
fundlll1lental frequency of voicing (fO), which hes been 
assigned a different constant value for each stimulus. 
The stimuli were devised to illustrate the problem of 
estimating the frequency (F1) and level (A1J of the 
.first formant as fundamental frequency changes. 
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Figure 1. DFT magnitude spectra of 9 synthetic vowel 
stimuli varying only in ro. 

The first formant frequency is 400 Hz in each 
synthetic wavefom, and the first formant bandwidth is 
50 Hz. These values. as well as the chosen 
frequencies and bandwidths of higher formants (F2=1800 
Hz, B2=140, F3=2900, B3=240, F4=3800 1 B4=350), are 
typical for a vowel such as in the word "bit" (Klatt 
1960), Fundamental frequencies were selected in equ~l 
logarithmic steps from 133 Hz to 200 Hz. For the 
lowest fundamental, the third harmonic is exactly 
aligned with the 400 Hz first formant frequency; for 
the highest fundamental in the set of stimuli, the 
second harmonic is exactly aligned with the first 
formant £requency, For stimuli with intermediate 
Values of fundamental frequency, no harmonic is 
exactly aligned with F1, and one has to interpolate by 
:ye to determine the probable location of the first 

0rmant, This interpolation is not easy to perform 
~tomatically, as will become clear when we discuss 
re performance of various popular algorithms for 
r~rniant estimation. There is a tendency for the first 
trrmant frequency estimate to be biased toward the 
anequency of the most intense harmonic, resulting in 
at~rr

1
or of u~ to plus-or-minus 8 percent for this 

u us set lTable 1), 
F'1 Furthennore, the amplitudes of harmonics close to 
111:1:ri considerably less intense £or intermediate 
are~ i of the stimulus set. The harmonic amplitudes 
'tz-actetermined by the transfer function of the vocal 
hal'lllo•

1
Which peaks rather sharply at 400 Hz, If no 

atten~ c is near F1 , the strongest harmonic can be 
that ated by up to 9 dB, resulting in a spectral peak 
or 8 is attenuated by as much as 6 dB (filter banks) 
(PantdB (linear prediction), which agrees with theory 
11pe8 chand( Liljencranta, 1962) and measurements of real 
tol'!Qan Finto£, Lindblom and Hartony, 1962). The 
er8 at amplitude misestimates 0£ linear prediction 
conaidresult of miseatimating formant bandwidths by a 

erable factor (Atal and Schroeder, 1975), 5 

STIM fO F1 HARMON FB LP 
A 200 400 400 400 400 
B 189 400 378 382 389 
C 179 400 358 367 384 
D 169 400 338 371 398 
E 160 400 amb. 401 425 
.F 152 400 456 430 436 
G 145 400 435 430 432 
H 139 400 417 417 423 
I 133 400 399 400 400 

KAX ERROR: +16% +7'1, +9:C 
-15% -8% -4% 

Table 1. First formant frequency predictions of 
nearest harmonic hypothesis (HARMON), peak location in 
wide-bandwidth filter bank (FB) 1 and linear prediction 
spectrum (LP). Error increases if fO is increased or 
BW1 is decreased. 

According to one theory (HARMON in Table 1), the 
first formant is perceived to be the frequency of the 
strongest harmonic, at least for fundamental 
frequencies such that the ear can resolve individual 
harmonics (Chistovich, 1971), 

Accordins to a second theory, the £ormant peak is 
found by smoothing the spectrum in frequency such that 
individual harmonics are not seen (Chistovich et al., 
1979), This proposal is similar in effect to earlier 
models which proposed to weight the importance of two 
strong harmonica according to the relative strength of 
their auditory representations (Carlson, Fant and 
Granstrom, 1975). In order to test the predictions of 
this theory, a particular smoothing algorithm was 
chosen - the d!t spectrum was smoothed by a 300-Hz 
wide Gaussian filter. As can be seen from Table 1, 
the energy smoothing model predicts that the perceived 
formant frequency will be somewhere between the "true" 
400 Hz synthetic formant and the strongest harmonic • 
The amount of formant shift with changes to 
fundamental frequency is, however! quite large (see 
also Lindblom, 1962; Monsen, 19xxJ. Stimuli C and F 
differ by 63 Hz according to this model, which 1s 16 
percent of F1. This difference would be easily 
audible because the JND for F1 is about 3% (Flanagan, 
1955; Mermelstein, 1978), Thus Stimuli C and F 
should be heard as different vowels (/ i/ and /I/) if 
this model were an accurate predictor of perceptual 
fonnant shifts with changes in formant/harmonic 
relationships. Apparently, the problem with the 
energy smoothing model is that a harmonic changes 
amplitude very rapidly as it slides down the skirt of 
a formant with a narrow (50 Hz) bandwidth. As soon as 
a harmonic is reduced by 4 to 6 dB below an adjacent 
harmonic, it hardly influences the location of the 
peak in the energy-smoothe~ spectrum, 

According to a third theory, linear prediction 
spectra (autocorrelation form , 14-pole, 25,6 ms 
Ha11ming window) can extract F1 as the peak in the LP 
spectrum. Linear prediction fits an all-pole model to 
the waveform (Atal and Hanauer, 1971; Markel, 1972) or 
spectrum (Makhoul, 1975), thereby providing a method 
for effectively interpolating between harmonic 
locations to infer formant peaks, It is a 
particularly good model to apply to these stimuli 
since they were generated by an all-pole synthesizer 
and have virtually no noise or voicing source 
irregularities. The predictions of the linear 
prediction model are shown in the final column of 
Table 1. Linear prediction is not much better in 
performance than simple energy smoothing: there is a 
52 Hz swing in the predicted F1 from stimulus C to F, 
which is a 13 percent change. Also, there is a slight 
bias toward overestimating F1 because the first 
harmonic amplitude is attenuated by the first 
difference analysis calculation, The reason that 
linear prediction does no better than the energy 
smoothing model is that the autocorrelation method 
uses a window of several pitch periods in duration, 
which means that the model must try to predict not 
only the damped vocal tract response to the first 
excitation at the beginning 0£ the window, but also 
the time and magnitude of additional later glottal 
excitations and damped responses to them (Atal and 
Schroeder, 1975). 



Perceptual Data. Does the human perceptual 
apparatus employ processing strategies which make all 
of these stimuli sound like exactly the same vowel {F1 
the same) with the s11111e loudness (vocal effort the 
same)? Naively, one might expect that if these 
stimuli are played in succession, one would hear not 
only a change in pitch, but also changes in loudness, 
spectral tilt, and vowel quality. 

1 First Formant Am litude and Perceived 
Loudness. o eee w e er orman amp u e c anges 
produce loudness differences across stilluli, Stimulus 
E was synthesized in ite standard for111 and with 
1,2, ••• 6 dB added to the voicing sound source 
intensity. This set of stimuli wae compared with both 
Stimuli A and I in unaltered form, using an "AX" 
randomized sequence in which subjects made a forced 
choice as to whether the first or second member of the 
pair was louder. Results from four listeners indicate 
a perceptual equal-loudness crossover at 2.0 dB. Thus 
when the pair of harmonics straddling F1 are 8 dB less 
intense (Stimulus E) than the single harmonic 
identical to F1 (Stimulus I), one must increase the 
level by only 2 dB to match subjective loudness. 

Hormally, it is said that loudness of a vowel 
depends primarily on the energy at F1, since this is 
usually the most intense part of the spectrW11. We see 
that this is not the entire story because Sti~uli E 
and I differ by 6 to 9 dB (depending on how energy 
near F1 is estimated), whereas an increase of only 2 
dB makes these stimuli sound equally loud. Other 
possible determinants of vowel loudness are (1) the 
intensities of harmonica below F1, (2) energy in 
higher formants, (}) spectral tilt, and (4) the 
inferred shape of the vocal tract transfer function, 
i.e. the transfer function peak height instead of 
physical energy present at F1. Any one of these other 
potential cues could account for our loudness 
judgement results. 

The variation in spectral amplitude of F1 as fO 
is changed may be just as serious a deficiency of 
these spectral representations ae mislocations of F1 
in frequency. Any speech recognition device employing 
a distance metric that is sensitive to differences in 
relative formant amplitudes, auch as the Itakura 
{1975) linear-prediction minimum prediction residual? 
or a filter-bank-based Euclidean metric (Plomp, 1970J, 
will see considerable differences as fO varies, even 
though the vowel is phonetically constant. Thia 
irrelevant variability can swamp out an ability to 
make fine phonetic distinctions in any current 
recognition device employing filter banks or linear 
prediction representations. 

(2) First Formant Fre uenc and Perceived Vowel 
Quall y. n o a percep ua e ec on vowe 
quallty is to be expected when fO is changed? One 
possibility is that the auditory system somehow is 
able to extract the true F1, so vowel quality is 
unaffected. A second possibility is that the auditory 
system is fooled, or partially fooled, in exactly the 
same way as our processing schemes. A third 
possibility, one that somewhat confounds the choice 
between these alternatives, is that a change in fO 
automatically invokes a kind of vowel-normalization 
process such that vowels spoken at higher fO are 
assumed to come from shorter vocal tracts (Miller, 
1953; Fujisaki and Kawashima, 1968; Carlson, 
Granstrom and Fant, 1970; Schwartz, 1971; Slawson, 
1968; Traunmuller, 1982; Syrdal, 1985). A listening 
test was devised to distinguish among these 
alternatives (Klatt, 1985). Results showed 
convincingly that the auditory system is able to 
recover the true F1 with no bias toward the strongest 
harmonic, but there is also an automatic normalization 
process which makes it seem as if the vocal tract is 
shorter ae fO increases. 

DISCUSSION 

Our perceptual results are consistent with those 
of an excellent earlier paper that addressed the same 
issues (Carlson et al., 1975), They too found a 
regular shift in phonetic perception consistent with 
the view that fO affects expectations of the vocal 
tract length of a talker. The authors examined their 
data to determine whether any phoneme boundary shifts 
could be attributed to perceptual biases toward the 
strongest harmonic, or toward a weighted mean of 2 or 
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more harmonics. The weighting scheme that they 
employed was not the same as ours in that it did not 
weight harmonica according to their energy, and they 
did not examine an ro range where harmonic biases go 
in an opposite direction from normalization biases, 
but the conclusions were the same -- there was no 
evidence of a bias toward the strongest harmonic as 
opposed to F1 (see also Florin, 1979; Assmann and 
Nearey, 198}; Darwin and Gardner, 1985), 

So far this has been a largely negative paper: we 
have isolated defects in most speech processing 
algorithms that lead to unnecessary spectral 
confusions, but we have not provided any solutions. 
Three possible solutions are considered next.' 

Pitch-S~nchronous Short-Window Analysis. If the 
analysis win ow ls shorter than a single pitch period 
(e.g. windowed dft with a fixed 2 to 4 ms Hamming 
window, or covariance linear prediction during the 
inferred closed phase of glottal period) one can 
estimate the natural damped response of the vocal 
tract transfer function in the absence of excitations 
{Atal and Hanauer, 1971). This type of model is 
attractive, but is not easy to implement in a 
practical speech analysis system in such a way as to 
avoid occasional gross errors. If the window is 
misplaced, some very irregular spectra can be 
generated. The greatest problem with this kind of 
model is finding the time of glottal closure. 
Misplacements are particularly probable for high 
pitches and in noise. Until such time as analyses of 
this type can be made to mimic human perception 
consistently, we will have reason to doubt the 
validity of the technique as a speech analysis tool. 
An alternative might be to attempt to model the vocal 
tract transfer function using linear prediction, while 
simultaneously modeling the glottal waveform by some 
other appropriate representation (Milenkovic, 1986). 

Auditory Hodelinr Synchrony Detection. Sachs et 
!!. ( 1982) have shown hat a measure of the tendency o1' 
neural firings to be synchronous with aspects of the 
basilar membrane displacement waveform has important 
advantages for speech processing. The synchrony 
measure is far less sensitive to changes in intensity 
of a vowel than are the average firing rate data. 
Synchrony data are also more immune to background 
noise and reverberation distortions (Allen, 1985), and 
they are not strongly affected by spectral tilt and 
formant amplitude variation (Srulovicz and Goldstein, 
198}) which agrees with data on phonetic perception 
(Klatt, 1982). Processing schemes based on 
synchronous responses are reviewed in Carlson and 
Granstr0111 (1982), Delgutte (1984) and Seneff (1984). 
Thus it is of interest to determine whether any of 
these measures of synchronous response contains a 
representation of F1, and if so, is the estimate 
biased toward the strongest harmonic? 

An answer comes directly from the Sachs et al. 
data, and from theoretical analysis of the wave?orms 
observed at the outputs of the low-frequency critical 
band filters in this type of model. Physiological 
data and cu=ent models agree that the auditory system 
resolves individual haI'l'llonics near F1 for stimuli such 
as our family of synthetic vowels. Nowhere in the 
neural pattern are there time intervals between 
firings that are the inverse of F1. Only intervals 
related to harmonics are present. There is 
essentially only a sine wave at the outputs of these 
simulated mechanical filters because of a kind of FM 
capture effect that makes the strongest harmonic 
dominate the synchrony response in any channel (Allen, 
1985). It will therefore be up to the central nervous 
system to figure out the first formant frequency from 
the relative proportions of fibers responding to each 
of the harmonics (and perhaps the relative phases or 
synchrony across channels). We can say little about 
the exietance or details of such a calculation at this 
point. 

S ctral Pattern uivalence Sets, One 
interes ng a erna ve s no usually considered 
in speech recognition devices is that the harmonic 
pattern in the synchrony response ie not processed 
centrally to recover an estimate of F1, but rather 
serves as a pattern vector in its raw form [Dick Lyon 
(personal communication) has expressed a similar 



vieWpoint], The CNS would then have to learn pattern 
equivalence sets across different fundamental 
frequencies, even though there may not be striking 
pattern similarity for equivalent vowel tokens. The 
total nl.DDber of patterns in such a system would be 
much larger than the largest current vector 
quantization pattern set, but the approach, given 
sufficient labeled training data (see e.g. Kopek, 1985 
for one of a number of possible implementation 
methods), could potentially overcome e number of other 
puzzling aspects of cross-speaker variability, es well 
as some of the distortions to a normal fonuant shape 
caused by (1) truncation effects (Fant and 
Ananthapadmanabha, 1982)t (2} other source-tract 
interactions (Fant, 1985)1 (3) breathy-normal-creelcy 
voice quality variations ~Fant et al., 1985), and (4) 
vowel nasalization (Hawkins and"""'S'£evens, 1985), These 
four factors can introduce additional errors in 
algorithms designed to measure formant frequencies 
based on the detection of spectral peaks, end 
forcefully call into question the desirability of 
simple-minded approaches to the extraction of the 
frequency of F1 from speech wavefozins (Bladon, 1982), 
although there can be no question of the importance of 
changes in F1 for vowel perception (Klatt, 1982), 
[This research was supported by ARPA.] 
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