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Abstract: The paper describes methods for an explicit
segmentation of the speech signal into demisyllable
segments by evaluating the output of a loudness model.
Syllable nuclel are indicated by maxima of a smoothed
loudness function. Consonant clusters and vowels are
introduced as decision units din order to reduce the
inventory of classes. Two methods for classification
of consonant clusters are compared: template matching
and a feature extraction approach based on acoustic
cues. Sentence recognition operates on phonetic word
models adapted to the demisyllable structure.

1. INTRODUCTION

An important question in automatic speech recog-
nition is the choice of basic units which have to be
processed basically by the system. A segmentation
procedure tries to divide the speech signal into indi-
vidual parts (segments) in such a way that they can
be processed as independently as possible. The seg-
mentation can be performed implicitly when classifi-
cation of che segments and determination of the seg-
ment boundaries are carried out in common. However,
this usually requires an enormous expenditure of com-
puting power. On the other hand, segmentation can be
carried out explicitly by placing definite segment
boundaries in the speech signal; classification now
only has to treat the fixed segments. In this case,
however, the system must be prepared for the fact
that the segmentation step may cause errors, too. The
subsequent stages of the system have to be able to
correct these segmentation errors (see Sect. 5).

The speech recognition system described in this
paper starts from an explicit segmentation into demi-
sylables. These processing units have the advantage
that the main coarticulation effects are contained
within the segments. The number of classes can be
drastically reduced when consonant clusters and vow-
els are used as decision wnits for classification.

Evaluation of the gyllable structure in the
speech signal 1s facilitated by using a loudness mo-—
del of hearing /1/ for preprocessing. This model con-
sists of a critical-band-rate filter bank with 24
band-pass filters; 22 channels are used in the ByStem
(50 Hz - 8.5 kHz).  All channels are processed by a
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the so—called modified loudness Nm(t) which is very
useful for syllabic segmentation. Fig.lb displays the
block diagram for the calculation of these functions.

2. DEMISYLLABLE SEGMENTATION

The modified loudness N (t) evaluates the fre-
quency range which is dominat®d by the vowels. There-
fore this function is especlally suited to indicate
the syllable nuclei (vowels and diphthongs). When
this function is smoothed according to the average
syllable rhythm in the speech signal, the local maxi-
ma of this function indicate the positions of the syl-
lable nuclei. For this purpose a special smoothing
filter (digital low-pass filter) has been applied hav-
ing a Gauss-like impulse response h(t), see fig. 2;
in the digital calculaction this function corresponds
to h{n) with n = n.At (10ms). This smoothing filter has
been realized on the basis of an elementary filter
with a rectangular impulse response; the output sam-
ple y(1) is calculated from the input signal x(n) as:

y(i)= 1/3 (x{i-1) + x{4) + x(1+1)) .
When this filter is placed k-times in series, the im-
pulse responses of fig. 2 result. The repeating fac-
tor k now determines the
time constant T of the
filter, see fig. 2. This
smoothing filter 1s ap-
plied to N {t). The time
constant as been opti-
mized using test materi-
al consisting of 23 sen-
tences spoken six times;
the speech material con-
tained 2566 syllables
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Fig. 4. Demisyllable segmentation of the utterance
"sylilabic segmentation".

Syllable boundaries are placed at local miﬁima
in the loudness N(t) between two consecutive syllable
nuclei. When more than one minima are present, the lo-
west minimum 1is chesen /3/. This method yields in
most cases a sultable boundary. The demisyllable seg-
ment now spans the range from the syllable boundary
to the syllable nucleus, see fig. 4.

4. CLASSIFICATION OF CONSONANT CLUSTERS

Each demisyllable segment contains a conscnant
cluster and a part of the vowel from the syllable nu-
cleus. The number of different units can be drastical=-
ly reduced when consonant clusters and vowels are Iin-
troduced as decision units for the classification. In
the German language we only have to discriminate a-

Bout:  _ g5 inftial consonant clusters,

- 20 vowels {inclusive diphthongs},

- 160 final consonant clusters.
That means that the demisyllable is seen as a segmen-
tation and processing unit but not as a decision unit
for recognition., In this way the huge inventory of
different demisyllables can be avoided while preserv-
ing the advantapes of demisyllable segmentation.

4.1 Classification by template matching

A first approach to recognition of the consonant
clusters consists in using complete spectral-temporal
templates of all consonant clusters. For this purpose
a special time normalization procedure was developed
called “dynamic interpolation”. Details of this pro-
cedure have been described in /3,4/. After normaliza-
tion of the demisyllable segment, a city-block metric
can be applied for the calculation of similaricy.

Experiments have been carried out with a test cor-
pus of 368 initial and 384 final demisyllables which
were automatically segmented 1in German words spoken
by one male speaker /5/. This material contained 45
initial consonant clusters and 48 important final con-
sonant clusters. The average recognition score using
the template matching method amounted to 66Z for ini-
tial and 75% for final consonants. These results can
be seen as good as those typlcally cbtained in auto-
matic consonant recognition. Vowel recognition will
not be discussed here.

4.2 Classification by feature extraction

A second approach starts from a description of
those acoustic events within a demisyllable that are
relevant for phonetic decoding. For this purpose the
following features or “cues” were measured: formants,
formant transitions, formant-like links for nasals
and liquids, turbulences (or bursts), pauses, and voi-
ce~bar within pauses or turbulences. These cues are
characterized by spectral and temporal measurements.
Since the number and order of consonants is restric-
ted in syllable-initial and final pesition, initial
consonant clusters could be completely described by
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24 feature components and final consonant clusters by
31 components /5/.

The feature extraction methods are based on the
evaluation of energy in several spectral bands and
are described in /6/. The context dependencies are ta-
ken into account by collating all feature components
derived from a demisyllable segment inte a common fea-
ture vector. For comparison, this method was applied
to the same speech material (see Sect. 4.l).

From the recognized consonant clusters the recog-
nition scores of the single consonants were computed.
The recognition scores were 4 and 7% lower as compa-—
red with the template matching approach /5/. However,
it has to be borne in mind that the feature vectors
consisted only of 24 or 31 components whereas the tem-—
plates needed several hundred components for their re-
presentation. Thus the feature approach can indeed be
§een as a suitable basis for the acoustic-phonetic
analysis of demisyllables.

5. RECOGNITION OF SENTENCES

Demisyliable segmentation and recognition has
been incorporated in a system which processes spoken
sentences as a chain of connected words. This system
is completely described in /7/ and will be summarized
here only very briefly.

Each word of the vocabulary is represented by a
phonetic word model containing the variations in pro-
nunciation as well as possible segmentation errors,
The models are constructed in such a way that they
can be processed very efficiently by use of Dynamic
Programming (DP) methods,

Sentence recognitlion 1s based on a l-stage DP al-
gorithm which determines the best match between a se-
ries of word models and the phonetic symbols (conso-
nant clusters and vowels) provided by the classifica-
tion stage. The word models and the DP transition ru—
les take particular account of the syllablc struc-
ture of the utterance.

First experiments with a 75 word vocabulary re-
sulted in recognition scores of 85% correct words in
continuous speech without utilizing any grammatical
or semantic information. These encouraging results
demonstrate the efficlent use of syllabic units in
all stages of a speech recognition system.
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