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ABSTRACT 

This paper describes a method of 
organization of Phonemic space for phoneme 
recognition. Phonemic space Is obtained· by 
clustering speech spectra and spectral 
changes. Power change, LPC cepstral 
coefficients and the differences of LPC 
cepstral coefficients are used to represent 
the characteristics of the spectral contour 
and spectral change. The efficiency Is shown 
by an experiment of phoneme recognition. 
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(ll In continuous speech, boundaries between 
adjacent phonemes are uncertain and It Is 
difficult to segment correctly. 
12) There are many variations In Phoneme 
patterns. 
13} As the characteristics of phonemes exist 
not only In spectral contours but also In 
spectral changes, both static and dynamic 
properties in speech signals must be 
considered as acoustic features. 

Vector quantization (VQl method is an 
efficient method to encode speech 
slgnals[IJ. We have used the VQ technique as 
a clustering method to extract phonemic 
features frame by frameC2J [31. In this 
paper, an organization of phonemic spaces 
with a VQ technique ls discussed and we 
consider the relation between acoustic 
features represented by VQ codes and their 
phonemic features which belong to the 
clusters of the VQ codes. 

REPRESENTATION OF ACOUSTIC FEATURES AND 
PHONEMIC FEATURES FOR CLUSTERING 

Acoustic Features 
Acoustic features defined in each 

frame are LPC cepstral coefficients called 
Level I feature, changes of LPC cepstral 
coefficients called Level 2 feature and 
PDwer change. The Level I feature is 
calculated in a frame and denoted by the 
follow l ng. 

Level l feature: (Cl(ll, •.• ,CICnll, 
where n Is the order of LPC analysts. The 
Level 2 feature and the power change are 
defined as the differences between the 
Parameters in the first half and the second 
half of the frame. If the LPC cepstral 
coefficients in the first half and the 
second half are denoted by 
cc21c11 •••• ,c22cn1> and cc22<11, ..• ,c22cn>> 
and the powers Pl and P2, the Level 2 
feature and the power change tn the frame 
are defined as follows. 

Level 2 feature: <b.C211>, ... ,b,C21n», 
where 
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..6,C2Cll = C21Cil-C221i>. li=l, ... ,nl 
Power change: 

A P = c P2 - P 1 I I P 1 
The Level 1 feature shows a spectral contour 
whtch represent a static property ln a 
frame. The Level 2 feature corresponds to 
the change of the spectrum. This feature ts 
efficient to describe the precise movements 
of spectrum In a frame. especially tn 
transient parts of speech such as consonant­
to-vowelCCVI sounds. The power change shows 
a global changes such as the change from 
silence or unvoiced sound to voiced one. 

Phonemic Features 
A label called a frame label which is 

composed of three phonemic symbols ls 
assigned to each frame by visual inspection 
before clustering. For example, If a frame 
belongs to a transient par~of speech I.pa/, 
where I.I means silence, the frame labels 
such as / •. p/, /.pp/, /ppa/, /paa/ or /aaa/ 
are sequentially yielded according to the 
position of the frame. The frame label of 
/ .. p/, means that the frame contains silence 
1.1, In more than half part of the frame and 
a sound of /p/ Is following the silence In 
the frame. The /aaa/ means the frame exists 
only in vowel part, that is, the frame ls 
almost stationary. 

CLUSTERING METHOD BASED ON VQ ALGORITHM 

Phonemic features are related to 
acoustic features by clustering. The main 
reason of using clustering method ts that 
It makes the speech frames Into groups 
which have both acoustically and 
phonemically similar properties. Each frame 
ls characterized by code numbers of the 
produced cluster and the frame labels In the 
cluster. 

As for the clustering, vector quantizer 
design method which Is a slightly modified 
one proposed by Linde, Buzo and GrayClJ ts 
adopted. The modified points are that the 
centroids to be split are determined by 
considering kinds of the frame labels for 
effective distributions of centroids. That 
ls. more centroids are assigned to the 
clusters which have a lot of kinds of frame 
labels and less centroids to the clusters 
which have only one or two frame labels. BY 
this modification, the quasi-optimality of 
the VQ method is not kept any more, but tt 
Is more useful to extract phonemic features. 

For example, If a cluster has the 
frames which have the same frame labels, the 
centroid of the cluster is not split In the 
Preceding procedure because the phonemic 
features of the cluster is sufficiently 
represented by the frame label. Such 
clusters appear in stationary parts. On the 
other hand, If a cluster has various kinds 
of frame labels, the phonemic features in 
the domain of the cluster are not described 
by the centroid and it means that more 
centroids are necessary to obtain 
phonemically unified clusters. Such clusters 
mainly exists in transient parts. 

ORGANIZATION OF PHONEMIC SPACE 

The above clustering method ts aPPlied 
to each set of frames to organize phonemic 
space. 



Before clustering. all the speech 
frames are classified Into three parts 
called the ascending, flat and descending 
parts by the degree of power change _ P in 
each frame. The ascending part contains such 
sounds like consonant-to-vowel. silent-to­
consonant or vowel-to-stronger .vowel. The 
flat part contains almost stationary parts 
of vowels, nasals and fricative consonants. 
In the descending part, the sounds such as 
vowel-to-consonant. vowel-to-silence or 
vowel-to-weaker vowel are contained. By this 
pre-classification, It Is possible to avoid 
grouping of the frames which have entirely 
different frame labels, even In the case 
that the acoustic distortion between the 
frames ts small. 

Clustering ts performed In each part 
of the three parts with Level I features and 
Level 2 features, respectively and stx 
codebooks composed of centroid vectors and 
sets of frame labels are produced. The 
phonemic space ts organized by the 
distributions of the centroids and the 
frame labels which belong to the 
corresponding cluster In each part and each 
level. 

EXPERIMENT OF PHONEME RECOGNITION 

For an evaluation of the phonemic space 
which Is represented by codebooks and frame 
label sets. an experiment of phoneme 
recognition ls carried out. Figure I shows 
the diagram of extracting phonemic features. 
When a frame is analyzed, the power ·change 
ts calculated and one of the part number of 
the power change is assigned to the frame 
and according to the LPC cepstrum and the 
cepstral differences, codes of Level I and 2 
are given to the frame. Output of the frame 
labels Is obtained from the Intersection of 
the sets of frame labels In Level I and 2. 
By symbolic processing the sequences of the 
frame labels. phoneme sequences are 
produced. 

The result of the .cumulative 
recognition rates of phonemes for one male 
speaker is shown In Figure 2. In the 
experiment, the codebooks are generated from 
800 syllables and 100 city names are used 
for the recognition. The sampling frequency 
ts 12.5CkHzJ. The frame length In Level l ls 
32CmsJ and the interval of analysis ts 
16Cms1. The number of VQ codes In each part 
Is about 256. In Fig.2 the phoneme 
recognition rates are about 911 in vowel 
sounds and 73X In consonants In the first 
candidate. Within 3 candidates, the rates 
increase to 991 In vowels and 891 in 
consonants. 
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INTRODUCTION 

. We have carried out the reseir.:ches. on speaker 
i�de�endent re.cogn.it ion of words J by use of word 
die tio�ary which 1s composed of the sequences of 
phonemic symbols. The phonemic symbols are derived 
from linguistic representation of Japanese language. 
In the system, the spoken word is transformed into 
the sequence of phonemic symbols and the item of the 
':1ord dictionary most similar to the input sequence 
1s chosen as the recognition output. That is, the 
system uses the phoneme as the linguistic unit for 
the recognition of word. 

SPEECH RECOGNITION SCHEME 

The unit in speech recognition can be classi­
fied into two groups: one is based on articulatory 
model and the second one is not so. The purely 
acoustical units and the units which refer to the 
characteristics of auditory organ belong the second 
group. And the size of unit is also divided into 
several groups: least one is the segment of speech 
which is the minimum unit to express word or speech 
and the maximum one is the word. Figure I shows the 
hierarchical relation between those units. The thick 
lines between two boxes in Fi� I denotes the rela­
tions which are considered to be important but dif­
ficult to formulate. 

Figure 2 shows the schematic diagram of speaker 
independent spoken word recognition system we have 
developed. In the system, the recognition is to find 
out the item of word dictionary wh·ich corresponds to 
the input speech. And the system i s  equipped with 
word dictionary which contains all the words co be 
recognized . 

WORD TEMPLATE 
BY SEGMENTAL 

FEATURES 

WORD TEMPLATE 
BY ARTICULATORY 

PARAMETERS 

SPOKEN WORD ( SPEECH WAYE FORM 1 

Fig. I Hierarchy in the unit of reprnsentation 
of spoken words for speech recognition 
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In the system. the input speech is transformed 
into a sequence of phonemic symbols. And the simi­
larit y  of the content of word dictionary to the 
input speech is computed for every item. The recog­
nition output is the dictionary item of maximum 
similarity. 

spoken lo(Jrd 

ana ys1s an 
feature extraction 

se ec 10n o 
dictionary item 

of maxilllJm 
similarity 

recogni 10n 
output 

1c 1onary 
�ntten by 
sequence of 
phonemes 

Fig. 2 Schematic diagram of the spoken word 
recognition system 

PHONEME AS LINGUISTIC UNIT 

The most important problem in such the system 
is how to describe the contents of word dictionary. 
�f the contents are described by phonemic symbols, 
it may be very simple to make the wor d diet ionary 
�specially in Japanese as all the Japanese words are 
i n  the fo-rm "CVCVCV ••• " where C denotes the 
consonant and V the vowel. But the transformation of 
speech into the sequence of phonemic symbols is not 
easy because the acoustic characteristics of speech 
segment does not always correspond to the phonemic 
symbol which are derived from the linguistic repre­
sentation. 

If the contents are the standard patterns 
compose.d of acoustic: features directly obtained by
analyzing the spoken words, it would be e asy to 
transform the input speech to the patterns for the 
comparison with the standard patterns. Bue, a lot of 
computation is necessary for making the standard 
patterns common to all the possible SP.�akers espe­
cially in the case of large vocabulary.2J 

An� t�ere is �ntermediate systemJ) in which the 
word �ictionar y 1s composed of the sequences of 
acoust 1c features which are defined by classifying 
the wo-rds uttered by a number of speakers. The 
c:assification .is based on the differences in acous­
tic character1stics of speech segments. Such the 
fea�ure� may be able to express the acoustic charac­
t er1st1cs of words more exactly than the phonemic 
symb?ls • The �honet ic transcript ion may be exactly 
carried out using such the features, and we call the 
features as the phonetic features in this paper. 
The transformation of the input speech into the 
sequence of the phonetic features may be easier than 
the transformation into the sequence of phonemic 
symbols. But, a lot of computation and a number of 
s�ee�h samples will be necessary for making the word 
diet �onary composed of such the phonetic features 
and it may be difficult problem to compose a sec of 
phonetic features which can be used for many vocabu­
lary regardless of speake-rs. 

Therefor.e, .we have .us�d the phonemic symbols
for the. description of diet iona-ry items and now we
are tr!1ng to use the acoustic features of segments 
to derive the sequence of phonemic symbols. 
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