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This paper examines the inOuence of durational con­
straints on recognition accuracy in ao acoustic-phonetically 
based, speaker-independent connected digit recognizer. The 
constraints arc expressed using a set of finite-state pro­
nunciation networks, together with specificat1ons of min­
imum and maximum allowable durations for network prim• 
itivcs. The recognizer was tested on a corpus of 1232 5-digit 
and 7-digit strings, with and without a priori knowledge of 
string length. Recognition accuracies ranged from 33.9% to 
94.6% and from 91.6% to 96.8%, for unknown and known 
string lengths, respectively, depending on the particular du­
rational constraints incorporated in the network models. 

INTRODUCTION 

The word models used in the connected digit recog­
nizer described here consist or a set of finite-state pronunci­
ation networks, in which primitive branches correspond to 
meaningful acoustic-phonetic units (Table I). Unlike net­
works based on the bidden Markov model lonnalism, these 
word models allow for the convenient expression of acoustic­
phonetic constraints which are manifest over portions of an 
utterance longer than a single time frame. One example of 
such a constraint i5 segment duration. 2 

This paper examines recognizer perfonnance as a func­
tion of the minimum and maximum allowable durations 
for primitives in two types of network: 1) a baseline net­
work formed by simply connecting in parallel the isolated 
digit model~ shown in Table 1; and 2) a set of networks 
which incorporate additional paths representing prepausal 
lengthening for the digits oh and eight. Constraints on min­
imum duration were found to have the greatest inftucnce 
on recognition accuracy, particularly when recognition was 
performed without a priori knowledge of digit string length. 
Prepausal durational constraints proved useful in reducing 
a common class of digit insertion errors. 

The digit recognizer incorporates a set of general• 
ized acoustic pattern matchers and a dynamic program­
ming search in addition to the pronunciation network mod­
els. Details of the recognition framework, and of signal 
preprocessing, are provided in (1) and (2). 

CORPUS 

The corpus used in the recognition experiments con­
sisted or the adult-talker, 5-digit and 7-digit subset of the 
training portion of Texas Instruments' multi-dialect con• 
nected digits database (3J. The utterances of half of the 
talkers (27M, 29F, 1232 tokens) in this subset were used for 
training the recognizer :1.nd the utterances o( the remaining 
half (28M, 28F, 1232 tokens) were used for testing. These 

1 Arter l Alig 86: Division of Engineering, Box D, Brown Uaiveniiy, 
Providence, RI 02912, USA. 

2 As •~ ia tbili paper, tbe tenn ••1ment nfe111 to the ac011stic­
pbonetlc primitives listed In Table I. 
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two corpora will be referred to as TRNA-57 and TRNB-57 
respectively. . . . 

An initial version oft he recogn1t1on system was tramed 
on 616 handlabellcd 5-digit strinBB from TRNA-57, and run 
over the entire TRNA-57 corpus (2). The segmentations 
generated for correctly identified tokens in this experiment 
defined a set of bootstrapped training data, which were 
used in all of the experiments reported here. Statistics on 
minimum and maximum segment duration were collected 
for both the handmarkcd and bootstrapped data, and used 
in specirying the durational conistraints in the network mod­
els. 

RESULTS 

Table 2 shows recognition data for corpus TRNB-57 
using the baseline network (unknown string length) and 
various constraints on segment duration. As indicated in 
the first three columns, recognition accuracy ranges from 
33.9% when the minimum allowable duration is a single 
frame (10 mscc), as in first-order hidden Markov models, to 
93.2% using the minimum durations for the bootstrapped 
training data.. During the bootstrapping experiment, very 
short durations (i.e., those falling in the bottom 5% of the 
distributions for each segment type) were penalized, with 
the result that minimum durations for the bootstrapped 
training data were typically I to 2 frames longer than for 
the bandmarkcd utterances. The main effect or prohibit­
ing very brief segments is to reduce the number of digit 
insertion errors from 1407 to 33. 

Not surprisingly, constraints on mimimum segment 
duration have a less dramatic effect on recognizer perfor­
mance when string length is known a priori. As shown in 
the first two columns of Table 3, recognition accuracy in­
creases from 91.6% with minimum allowable durations of a 
single frame to 96.8% using the bootstrapped minima. 

In the experiments just described, the maximum al­
lowable segment duration was 1.5 times that observed for 
the bootstrapped data. Comparison of columns 3 and 4 in 
Table 2, and of columns 2 and 3 in Table 3 indicate that im­
posing tighter constraints on maximum segment duration 

(i.e., the bootstrapped maxima) has virtually no effect on 
recognition accuracy with the baseline network. 

Table 4 shows recognition data for corpus TRNB-57 
using networks which require prepausal lengthening for the 
digit oh (column 1) or for both oh and eight (columns 2-
4). These networks were motivated by the observation that 
the most consistent errors using the baseline network were 
oh and eight insertions following the third digit of a 7-digit 
string. (Presumably, talkers used a "telephone number" 
grouping in producing these tokens.) Oh's were most often 
inserted after the digits oh, two and zero, and eight's after 
lwo, three and eight. Prepausal lengthening was required 
for each of the vocalic segments in the two digits, with 
the degree of lengthening estimated from the two sets of 
training data. 

Incorporating prepausal lengthening for the digit oh 
serves lo reduce the number of oh insertions from 19 to ID 
relative to the baseline situation (Table 5, columns 1 and 2), 
and to increase overall recognition accuracy from 93.0% to 
93.8% (Table 2, column 4, and Table 4, column 1.) Adding 



prcpausal lengthening for eight reduces the number of eight 
insertions from 17 to 11 (columns 2 and 3, Table 5) and 
increa.ses overall accuracy to 94.2% (Table 4, column 2). 

Virtually all of the prepausal oh and eight insertions 
which remain after these two network modifications occur 
following the digits two and three. Several-of these errors 
can be eliminated by increasing the maximum allowable du­
rations for the vocalic portions of two and three from 1.0 
to 1.5 times their bootstrapped values (Table 6, column 4), 
increasing overall recognition accuracy to 94.6% (Table 4, 
column 3). (Additional eight insertions can be eliminated 
by allowing a noisy or breathy "release" segment after these 
same two digits.) Allowing looser maximum durational cdn­
straints for all segments results in a small decrease in rec­
ognizer performance (Table 4, column 4), in contrast to 
experiments with the baseline network. 

SUMMARY 

The experiments described above illustrate the im­
portance of appropriate durational constraints for high­
ai:curacy network-based connected digit recognition. Mod­
eling duration in the current system is facilitated by the use 
or network primitives corresponding to meaningful acoustic­
phonetic units. 
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Digit Network Primitives 
oh OWi OW2OW3 
I WAHi WAH2 N 

2 (TS) TR UWI UW2 
3 TH RIYI RIY2 
4 F AORI AOR2 
5 F AYl AY2 V 
6 S 1H KS KRS 
7 S EH VAX N 
8 EYI EY2 (TS) (TR) 
9 NI AYl AY2 NF 

zero Z IYRI IYR2 ROWI ROW2 

Table 1: Network primitives for the baseline pronunciation 
network. Parentheses indicate optional segments. 
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Segment Duration: 
Minimum l frame HM BS BS 
Maximum 1.SxBS 1.5xBS t.5xBS BS 
% correct 33.9 86.2 93.2 93.0 

string length errors 800 118 47 49 
matches 7270 7306 7328 7338 

substitutions 121 79 49 47 
insertions 1407 124 33 43 
deletions I 7 15 7 

Table 2: Recognition data for corpus TRNB-57 using the 
baseline network and various constraints on segment dura­
tion. Unknown string length. HM= bandmarked TRNA-5, 
BS= bootstrapped TRNA-57. 

Segment Duration: 
Minimum 1 frame BS BS 
Maximum 1.5xBS 1.SxBS BS 
% correct 91.6 96.8 96.8 

string length errors - - -
matches 7257 7350 7349 

substitutions 122 42 43 
insertions 13 0 0 
deletions 13 0 0 

Table 3: Recognition data for corpus TRNB-57 using the 
baseline network and various constraints on segment dura­
tion. Known string length. BS= bootstrapped TRNA-57. 

Segment Duration BS, except as noted 
Prepausal Minimum ow OW - 1.76xBS 

Lengthening 1.75xBS EY - 1.SxBS 
Maximum UW,RIY All 

Lengthening None None 1.5xBS 1.5xBS 
% correct 93.8 94.2 94.6 93.B 

string length errors 40 34 30 39 
matches 7338 7338 7338 7328 

substitutions 47 47 47 49 
insertions 34 28 24 25 
deletions 7 7 7 15 

Table 4: Recognition data for corpus TRNB-57 using net­
works with prepausal lengthening and various constraints 
on segment duration. Unknown string length. BS = boot­
strapped TRNA-57. 

Segment Duration BS, except as noted 

Prepausal Minimum ow OW- l.75xBS 
Lengthening None 1.75xBS EY- 1.5xBS 

Maximum UW,RIY 
Lengthening None None None 1.5xBS 

oh 19 10 10 7 

8 17 17 11 10 

Table 5: Oh and eight insertion errors for corpus TRNB-57 
for various networks and constraints on segment dusation. 
Unknown string length. BS = bootstrapped TRNA-57. 




