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ABSTRACT, An inter-related phoneiae tmaplata ayate111 ia 
proposed together with it■ two nonsuperviaed learning 
algorithms. Their efficiency i• verified through 801118 computer experi-nts of word recognition. 
1. INTRODUCTION 

Thia paper ia concerned with aut01114tlc speaker 
adaptation for speaker independent recognition. An­
phoneme template syste,a composed of inter-related 
phoneae tetaplate■ is propoaed[l) along with two 
efficiant non-supervised learning algorithllla. One ia 
based on the selection of the inter-related phonenie 
tenplates fr011 a set of te111platea prepared before­
hand. The other ia baaed on the creation of new 
teraplates appropriate for each speaker. The forr111r 
algoritlutl ia perfomed in •on-line• IIOde, that ia, 
the selection is made every time a word ia uttered. 
It ia useful for rapid adaptation. The latter is 
perfonied in •batch" mode, that is, the creation ia 
made after a reasonable amount of words are obtained. 
Although the adaptation is done one or two day■ after 
the first usage, almost C0111plete adaptation can be 
11111de in this learning algorithm. The performance of 
these two non-supervised learning algoritlulls is 
verified by computer simulation of a word recognition 
system. 

2. INTER-RELATED PBOffENB TEMPLATES 
2.1 Construction -thod 
-- step l: For each speaker, lllilke augn19nted feature 
vector& of the dimenaionality Sd by r:olllbining every 
feature vector of the d1-nsionality d of the frame 
r:orresponding to Japaneae five vowels. 

step 2: Apply k-meana niethod[JJ to the augmented 
vectors and obtain representative vectors of the 
clusters (one frcn each clusterl. 

atep 3: Deccn-
pose the represent- -;; 28 
ative vectors into = 
the original form, 0 24 
each of which is ~ 
conaiderltd as a • 20 

template of a vowel. 

hl !!!, example 2! ~ 
inter-related phonw 
template 
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di111ensional space Fig. 1 Soma examples of inter­
COlllposed of th• first related phoneme templates. 
and second formants 
frequencies. Speech samples are drawn fr0111 the 
isolated vo-la uttered by ten male adults. The 
vertices of each pentagon ara template patterns. 
J. NON-SUPERVISED LEARNING HETIIOO OF ON-LINB TYPE 
hl Alqori tha 

Let use-count of a template be defined as a 
number of input patterns which natch beat with the 
te111plato. And let use-COW1t of an inter-related 
template be defined as a sum of the use-count of the 
templates contained in it. Then, va have the 
followin<J learning(aelection) algorithll. 
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step 11 calculate the use-r:ount of all the 
templates. 

step 2: Select the inter-related template of the 
maximal use-count. 

Thi• algorithm is baaed on the selection of the 
templates according to the use-count which are 
obtained without using the identitiea of the input 
patterns. Therefore, it ia a non-supervised learning 
algorithm. The selection can be perfonied in any time 
period and in any scheme. 

hl Evaluation 
J.2.1 Vowel recogni­
tion 

a) Speach 11&11ples 
Japanese five 

vowels uttered conse­
cutively like /ieaou/ 
by 15 male adult• 
were analyzed with 
LPC method (lOkKz 
sampling, auto-corre­
lation, order 12, and 
hallllling window of 
length 20ma with 
shift interval lOne). 
Each speaker uttered 
a sequence of vowels 
five times. Two of 
them were used for 
template conatruction 
(600 frames in all, 
600 • 15men x 5vowels 
x 8framaa), and the 
rest of them were 
used for learning and 
recognition (675 
fra~es in all, 675 • 
lSmen x Svowels x 
9franies). 
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Fig. 2 Learning 
process ( 1). Pig. 3 Learning 

process(2). 

Table 1. Recognition rates. 

■pkr bef. L. 11ft. L. 
Re\ RIR \ Re• 

XI 100 50 98 
SN 98 24 100 
MA 92 80 96 
XO 98 10 98 
YA 90 22 98 
YU 98 -25 96 
YM 98 16 100 

AVE. 96.3 25 98.0 
b) Recognition method 

Recognition is made using the template 111atchinq 
in the 4-<ii-nsional Fischer apace constructed based 
on the samples for tBlllplate construction. 

c) EXperiment 
Aa described in a), the speakers used for 

template construction and rer:ognition are identical, 
so this is a closed recognition as to the speaker. 

Ten inter-related templates were obtained 
according to ths method described in section 2. Fig. 
2 depicts the learni119 procea■ of vowel recognition. 
'nle vertical axis shows the error rates(\) and the 
horizontal one the number of vowels given to the 
system. Tho letter •x• denotes the error rate of the 
conventional templates and the letter "o" that of the 
proposed template. In order to see the effect of the 
order of vowels on the learning perforJMnce, 
simulation wa■ dona for two kinds of sequences. The 
error rates corresponding to the sequence /ouaie/ are 
depicted by broken line and those corresponding to 
/eiauo/ are depicted by solid one. Selection of the 
templates is dona as follows: Every tine when 
learning of a V<>'Ml la done, for the conventional 
templates, one template corresponding to the vowel is 
chosen fr0111 the templates. For our template, on tho 
other hand, six inter-related tefllplatea are chosen 
after the learning of the first vowel is done. Four, 
three, two and one inter-related ta•plato are chosen 
after the learning of th• second, third, fourth and 
last vowel is done, respectively. It is seen fr011 Fig. 2 that learning of our ta1plates does not depend 
on the sequence of vowela, while that of the 
conventional ones depends largely on the sequence. 

Fig. 3 shows the relation between the error 
rates and the nlJlllber of learning samples given to the 



system until it aakes the final selection of the 
template. This figure demonstrates that learning of 
the inter-related templates is much Easter than that 
of the conventional ones. Some advantages of the non­
supervised learning method of the inter-related 
template are summarized below. 

l) Adaptation is fast. 
2) Learning process is stable. 
J) Learning process is reliable. 

3.2.2 Word recognition 
Vocabulary of the system is composed of Japanese 

ten digits 0(/rei/) through 9 (/kyu/). open 
recognition as to seven male adults was done, where 
eight inter-related templates were prepared before 
hand. Table l shows the recognition rates for sevP.n 
speakers. RIR paraDeter represents the ratio 'of the 
improved recognition rate of vowels contained in the 
digits. This results shows the effectiveness of our 
non-supervised algorithm. 

4. NON-SUPERVISED LEARNING OF BATCH TYPE 
The learning method proposed above is based on 

the selection of a te~plate from a set of them 
prepared in advance. Therefore, performance of the 
learning depends on the speakers, that is, 
adaptation(selection) is done successfully only when 
at least one template appropriate to the speaker is 
stored in the system. When no such template is 
stored, however, much improvement can not be attained 
by the learning. In order to make the learning more 
effective, another learning method is proposed in 
this section. 

The learning method creates new templates 
appropriate to the speakers rather than selection of 
them. To do this, the algorithm needs a reasonable 
amount of sample words. Consequently, adaptation to a 
speaker is made one or two days after his first use 
of the system. This is why the algorith~ is said to 
be of batch type. 

,id Alqorithnl 
The block diagram of 

tha total system is shown 
in Fig. 4, in which a 
block surrounded by 
broken line corresponds 
to the proposed learning 
algorithm. 
4.1.l Clustering of input 
words 

A clustering method 
12l is applied to 
respective sets of words 
uttered by a speaker. 
Since the clustering 
algorithm requires only a 
distance matrix as input 
data, it is easily 
executed. 
4.1.2 Identific&tion of 
the categories of the 
clusters 

spoken words 

__ __.recognition 
system 

feature parameter 
LPC cepstru~ of order 
12 and energy 

recognition results 

i clustering of words : 

1 identification I 1 of clusters I 
I .----'--- I I segmentation I 
1----L---__,I 
(£~s:e~~ ~f_p~~e~s!J 

creation of templates 

Clusters obtained Fig. 4 Block diagram of 
above are labeled accord- the total system. ing to the majority rule 
using the labels given by 
the system itself. There are two alternatives of the 
treatment of the minorities in the rest of the 
operations: 

Al Reject them and 
B) Relabel them to the category of the majority. 

In the case of A), the new templates are created by 
using only words supposed to be recognized 
s uccessfully by the system. In the case of B), on the 
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other hand, such words t~at are supposed to be mis­
recognized are also uaed for creating new templates. 
4.1.3 Segmentation 

SegmentatiOfl of eyefY word is done by using the 
energy and label associated with it. 
4.1.4 Creation of the inter~related te111plates 

~ccording to the operation thus far, a set of 
frames labeled one of the Japanese vowels are 
obtained. New te111plates are created froa1 these frames 
by clustering procedures shown below. 

step 1: K-means method of number of clusters 8 
is applied to the whole set of frames. 

step 2: For each vowel, count the number of 
frames belongiag to respective clusters. 

step 3: For each vowel, select ~~jor groups 
until they cover ao, of population of the vowel. And 
consider them as the 
templates of the correspond- Table 2 Recognition 
in9 vowel. rates(\). 

step 4: Re~ister the 
template as an inter-
related template. 

hl Evaluation 
Perfor~ance evaluation 

of the proposed learning 
,nethod was done in word 
recognition of 32 words. 
Phoneme templates were 
obtained from the words 
uttered by 31 male adults. 
Fifteen tifteB utterances of 
ten words in the vocabulary 
made by eight speakers other 
than the 31 speakers were 
used for the evaluation. Ten 
utterances were used for 

spk1 1'-1 T-2 T-3 
A 98.0 94.0 100 
B 91.8 97.9 91.8 
C 98.0 100 100 
D 93.9 98 0 0 100 
E 90.0 92.0 98.0 
F 98.0 98.0 98.0 
G 68.8 91.3 93.5 
H 76.0 84.0 94.0 

AVE 89.4 94.4 96.9 

Table 3 Improvement of 
vowel recognition(\). 

speaker 1- >2 1->3 
F 3.7 29.6 
G 54.4 57.9 

initial recognition and collection of data for the 
non-supervised learning. The final recogni tion was 
done by using the rest of 5 utterances. 

We have three sets of teftplates: 
T-1: 31 templates before learning 
T-2: Template created using category 

identification A) in step 2. 
T-3: Template created using category 

identification Bl in step 2. 
The results are shown in Tables 2 and 3. Table 2 

shows the recognition rates of the respective 
speakers and Table 3 shows the values of RIR. tt is 
soon from both tables that the batch type non­
Gupervised learning algorithm attains much 
impro vo,nent especially for the speakers having low 
initial recognition rates. Furthermore, performance 
of T-3 is slightly be~ter than that of T-2. 
This is because T-3 is constructed from the mis­
recognized words as well as recognized ones. 
5. CONCLUDING REMARKS 

Inter-related phoneme templates have been 
proposed together with two types of non-supervised 
learning algorithms. The results of the computer 
experiment has demonstrated the efficiency of them 
and shown the possibilities of this application to 
the real world situations. 
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