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1 Introduction 

There is a growing presence and integration of voice-user in-
terfaces (VUIs) in the form of virtual assistants such as Siri, 
Alexa, and Google Home. VUIs are inanimate objects, how-
ever they use animate (human) voices to interact with their 
client.  

Accommodation occurs when an interlocutor adjusts 
their speech in relation to another interlocutor [1], either by 
converging (becoming more similar) to, or by diverging (be-
coming more different) from, the other speaker. Speakers 
may accommodate on any level of the hierarchy of linguistic 
features, including syntactic features, lexical choices, or pho-
netic features of their speech [2], the last of which is the focus 
of the current investigation. On the phonetic level, voice on-
set time (VOT) [3] and pitch range [4, 5] have been identified 
as common features in which speakers accommodate to an 
interlocutor.  

The present paper considers whether or not interlocutors 
may employ the same types of speaker accommodation to-
wards these inanimate objects. In addition, since the human-
likeness, or perceived animacy of VUIs can be different 
amongst operating systems, the additional question arises of 
whether the perceived human-likeness may further increase 
the likelihood of the device being treated as such. The present 
study examines whether speakers accommodate voice onset 
time (VOT) and pitch to VUI voices and the extent to which 
the human-likeness of the voice influences accommodation. 

 
2 Methods 

2.1 “VUI” voices 

Four Amazon Polly [6] synthetic voices were rated by 26 lin-
guists for perceived human-likeness and the voices rated 
most and least human-like were used in the experiment. 
Polly’s standard system was used as the robotic voice (here-
after “R”), and Polly’s neural system was used as the human-
like voice (hereafter “H”) as a consequent of these ratings. As 
VOT was similar for both voices, in order to be able to see 
the extent of accommodation, the VOT was manipulated in 
Praat [7] so that the VOT of the voiceless plosive consonants 
of R were twice the length of the Amazon Polly output, and 
half the length for H. These voices were used to mimic a VUI 
system in that the responses would be played directly after a 
participant read out pre-determined prompts. 

 

2.2 Experiment 

The study took place virtually via UBC-secured Zoom. Par-
ticipants were asked to read two practice prompts (pre-test) 
presented on their screen, from which they heard no response. 
This was followed by thirteen prompts for which they heard 
a response from the VUI voice (post-test). For example, the 
participant read the prompt “Where can I buy pots and pans?” 
which the VUI responded by saying “You can buy pots and 
pans from Canadian Tire.” This procedure was repeated with 
the same prompts for “R” and “H”. Participants then com-
pleted a survey regarding their professional and personal ex-
periences with VUIs, and what they believed the experiment 
to be about. No participants had professional experience with 
VUI and all participants believed that they were interacting 
with an authentic VUI system.  
 
2.3 Participants 

Forty-two English-speaking participants were recruited 
through UBC’s Linguistics in the Classroom (LOC) system. 
Participants with poor audio or speakers who did not report 
English as their dominant language were omitted, leaving 25 
participants. Participants were assigned to one of two coun-
terbalanced presentations of the voices (voice order). 
 

 

Figure 1: Screenshot of participants' view. 

2.4 Measurements 

Textgrids for participants' audio recordings were generated 
using Montreal Forced Aligner [7]. Each voiceless plosive 
VOT length was manually marked with high interrater relia-
bility and then extracted using a Praat script. Pitch trajectories 
of acoustic syllables for each prompt sentence were extracted 
automatically using Prosogram [8]. We report the results for 
mean and median F0 in semitones and TrajPhonZ, which is 
essentially a Z-scored measure of how variable the pitch is.  
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3 Results 

Linear mixed effects models were applied to the VOT and 
pitch results with H or R voice and voice order group as fixed 
effects with an interaction, and participant and prompt as ran-
dom effects.  

It should be noted that speakers demonstrate a wider 
range of pitch variation in the pre-test speech compared with 
the post-test (H, R) speech. None were found to be signifi-
cant. In other words, there is no difference in either VOT val-
ues (Figure 2) or pitch (mean, median, variation) (Figure 3) 
between pre-test and post-test responses by the speakers nor 
between the speakers’ responses to the two voice types (H, 
R). 

 

 

Figure 2: VOT results by voice order group and response voice. 

 

 

Figure 3: Pitch results by voice order group and response voice. 

Furthermore, visual inspection of the individual speaker 
results suggest that while at a group level there were no sig-
nificant differences, at an individual level, there are some 
speakers who are accommodating to the VUI voices.  
 
4 Discussion 

The current findings do not point to a consensus on whether 
and how interlocutors accommodate towards VUIs. Although 
some participants did show some tendency for accommoda-
tion, there was not consistency in whether speakers diverged 
or converged. Further investigation of who these speakers are 
and why they accommodate is in progress. Accommodation 
is in part motivated by an interlocutor’s awareness of social 
standing. Such motivation may be less likely to exist when 
interacting with a VUI, and may play a part in the lack of 
accommodation.  
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