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Résumé 

Cet article présente brièvement les méthodes d'extraction des caractéristiques des signaux audio de piano et notamment les 
algorithmes basés sur la déformation temporelle dynamique (DTW), le réseau neuronal à rétropropagation (BPNN) et le réseau 
neuronal à convolution (CNN), qui peuvent reconnaître les caractéristiques audio de piano. Les trois algorithmes de reconnais-
sance ont été comparés dans les expériences de simulation suivantes. Il a été constaté que pour certains extraits audio de piano 
à une ou plusieurs notes, les résultats de reconnaissance de l'algorithme CNN étaient cohérents avec les résultats standard, 
l'algorithme BPNN présentait quelques différences et l'algorithme de reconnaissance basé sur DTW présentait les différences 
les plus importantes. Avec l'augmentation du nombre de notes dans l'extrait audio de piano, la précision de reconnaissance de 
tous les algorithmes a diminué, mais c'est l'algorithme CNN qui a le moins diminué, et sa performance de reconnaissance était 
la plus importante. 
 
Mots-clés : piano, caractéristiques audio, réseau neuronal convolutionnel, déformation temporelle dynamique 

 
Abstract 

This article briefly introduced feature extraction methods for piano audio signals and algorithms based on dynamic time warp-
ing (DTW), back-propagation neural network (BPNN), and convolutional neural network (CNN), which can recognize piano 
audio features. The three recognition algorithms were compared in the subsequent simulation experiments. It was found that 
for some single-note and multi-note piano audios, the recognition results of the CNN algorithm were consistent with the stand-
ard results, the BPNN algorithm had some differences, and the DTW-based recognition algorithm had the most differences. As 
the number of notes in the piano audio increased, the recognition accuracy of all the algorithms decreased, but the CNN algo-
rithm decreased the least, and its recognition performance was highest under the same number of notes, followed by the BPNN 
algorithm, and the DTW-based recognition algorithm was the lowest. 
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1 Introduction 

The emergence time of music is difficult to examine, but 
throughout the development of human society, music has gra-
dually entered people's lives and become a form of art [1]. 
Moreover, with the development of computer and internet 
technology, both music recognition and retrieval [2] require 
accurate identification of audio signal characteristics [3]. Di-
gital music technology can accurately and quickly identify 
piano audio signals. Not only can it assist students in correc-
ting piano intonation errors, but it can also quickly convert 
audio signals into piano music symbols, further assisting in 
the composition of piano music. Li [4] utilized model reco-
gnition technology to design a multi-note model based on 
HMM and confirmed its practicality. Wu [5] used a convolu-
tional neural network (CNN) to identify piano sheet music. 
The experimental results verified the accuracy of the algo-
rithm. Wang et al. [6] developed an audio identification 
method based on a combination of CNN and a generative ad-
versarial network. The experiments on the AViD corpus and 
DAIC-WOZ dataset demonstrated that compared to other 

existing methods, this method effectively reduced recogni-
tion errors for depression. This article briefly introduced the 
feature extraction methods for piano audio signals as well as 
three algorithms - dynamic time warping (DTW), back-pro-
pagation neural network (BPNN), and CNN - that can reco-
gnize piano audio features. Then, these three recognition al-
gorithms were compared through simulation experiments. 

 
2 Extracting signal features from piano audio 

When recognizing the audio signal of a piano, i.e., converting 
piano audio signals to sheet music with note sequences, it is 
first necessary to extract the features of the signal (features 
are indicators that reflect the characteristics of an audio, and 
using the indicators can distinguish different audio signals). 
The methods for extracting audio features include the linear 
prediction cepstral coefficient (LPCC) method and the Mel-
frequency cepstral coefficient (MFCC) method. The LPCC 
method, which is based on linear predictive analysis and as-
sumes that the audio signal is a linear autoregressive signal 
[7], is an audio feature extraction method that can effectively 
extract excitation information from the audio signal. Howe-
ver, in reality, audio signals are often not linear regression 
relationships, so the anti-noise ability of this feature is poor. 
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Compared with the LPCC method, because the Mel fre-
quency scale is closer to the human ear's perception of audio 
signals, the audio features obtained by the MFCC method are 
more compatible with the auditory effect of the human ear 
[8]. 
 

 
Figure 1: Piano audio feature extraction process based on MFCC 

Figure 1 shows the relevant process. 
① The piano audio signals to be identified are pre-pro-

cessed by windowed framing [9]. The formulas for windo-
wing and framing are: 

 

𝑆 (𝑛) = 𝑠(𝑛) × 𝑤(𝑛)

𝑤(𝑛) = 0.54 − 0.46 cos
2𝜋𝑛

𝑁 − 1
if 0 ≤ 𝑛 ≤ 𝑁 − 1

0                    else

   (1) 

 

where 𝑆 (𝑛)  denotes the windowed speech digital signal, 
𝑠(𝑛) denotes the original speech digital signal, 𝑤(𝑛) denotes 
the Hamming window function, and 𝑁 denotes the length of 
the digital signal. 

② When extracting features from a piano audio signal 
consisting of single notes, MFCC can be used following the 
previous step. However, in actual piano audio signals, there 
are often continuous multiple notes, so the signal needs to be 
segmented into note values. The energy entropy ratio of each 
frame of audio signal is used to form a common energy en-
tropy ratio (ratio of energy to spectral entropy in music sig-
nals) graph that changes with frame number [10]. Then, each 
valley point in the energy entropy ratio graph is taken as the 
starting point of a single note, and the corresponding point 
whose energy entropy ratio difference from the starting point 
is less than a preset threshold is taken as the end point of that 
single note, by moving along the frame time axis in order. 

③ MFCC feature extraction is applied to each frame of 
the audio signal after being segmented by note duration [11]. 
 
3 Algorithms for recognizing piano audio si-
gnal features 

3.1 Piano audio feature recognition method based 
on DTW 

The previous text described the method of extracting piano 
audio signal features. By using the extracted MFCC features, 
it is possible to recognize the notes of the piano audio signal. 
Matching the template library of notes with the audio signal 
to be recognized is a method of note recognition for piano 
audio signals. The template library of notes stores the MFCC 
characteristics of different notes. The basic principle is to ex-
tract the MFCC features of the audio in the note template li-
brary and the audio to be recognized, and then perform pat-
tern matching based on their MFCC features. 

Even the same note on a piano may have different dura-
tions when played. When using a note template library to 
match audio to be recognized, it is highly likely that the du-
rations will be inconsistent [12]. If the audio signal is linearly 

stretched or compressed as a way to match the duration of the 
template notes, the duration transformation of the individual 
segments in the signal under different circumstances will be 
ignored, which will result in information loss. The DTW al-
gorithm can perform non-linear bending of audio, solving the 
problem of inconsistent lengths between the audio to be re-
cognized and the template audio. Its steps are: 

① Pre-emphasis, windowed framing, note duration seg-
mentation, and MFCC feature extraction are carried out on 
the audio signal as described in the previous chapter. 

② The DTW algorithm is used to calculate the distance 
between the audio to be recognized and different template au-
dios. 
③ The template audio with the smallest distance from 

the audio to be recognized is used as the recognition result. 
 
3.2 Piano audio feature recognition method based 
on deep learning 

Deep learning algorithms have gradually been applied to au-
dio recognition. The BPNN is a classic deep learning algo-
rithm. When used for piano audio feature recognition, the au-
dio is first pre-processed and MFCC feature parameters are 
extracted. Then, the MFCC feature parameters are input into 
the BPNN for forward calculation in the hidden layer, and 
ultimately the note recognition results are output in the output 
layer. Compared with the DTW algorithm, the BPNN for 
piano audio recognition requires a large amount of data for 
training, but it does not need any template audio to recognize 
piano audio signals after training, and there is no need to ad-
just the note duration [13].  

CNN can also be used for recognizing audio signals. The 
steps are as follows: 

① The audio signal is processed as described previou-
sly, including pre-emphasis, windowed framing, segmenta-
tion of note duration, and extraction of MFCC features. 

② The extracted MFCC features are into the CNN. The 
formula of convolution operation is: 

 

𝑂 = 𝑓(𝑂 ⨂𝑊 + 𝐵 )    (2) 
 

where 𝑂   and 𝑂  are the feature maps outputted from the 
𝑖-th layer and (𝑖 − 1)-th layer, 𝑊  is the weight in the struc-
ture of the 𝑖-th layer, 𝐵   is the bias in the structure of the 𝑖-th 
layer, and 𝑓(⋅) is the activation function. 

③ After obtaining the convolutional feature map, in or-
der to reduce the subsequent computational complexity, it is 
compressed in the pooling layer. The specific operation is to 
use a pooling box to gradually slide on the feature map, and 
compress the feature data in the pooling box. In simple terms, 
multiple data in the pooling box are merged into one data, 
which can be the average of multiple data or the maximum 
value among the multiple data. The former is mean pooling, 
and the latter is max pooling [14]. 

④ The pooled convolution feature maps are then classi-
fied using the softmax function in the fully connected layer, 
and the corresponding music note recognition results are in-
put into the output layer. Finally, the recognition results are 
output. 
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When the algorithm is in its training phase, the computed 
recognition results are compared with the corresponding la-
bel results in the training set, and this article uses cross-en-
tropy to compute the error between them. The error is then 
evaluated to see if it has converged to the target range. If it 
reaches the preset range, the training is finished; if not, the 
weighted parameters in the algorithm are adjusted according 
to the error in the opposite direction. 
 
4 Simulation experiments 

4.1  Experimental data 

The dataset used for the simulation experiments was the 
MAESTRO dataset. This dataset was obtained in cooperation 
with the organizers of international piano competitions. Du-
ring the process of collecting the original piano data, a high-
precision MIDI capture and playback system was used to en-
sure the accuracy of the data as much as possible. This dataset 
contained approximately 200 hours of piano audio (16-bit 
PCM stereo at a sampling rate of 48  kHz) and corresponding 
MIDI data. The MIDI data included key velocity and pedal 
position, which can be considered that the data set carried the 
note labels corresponding to the audio data. 
 
4.2 Experimental setup 

Simulation experiments were conducted on three piano audio 
recognition algorithms based on DTW, BPNN, and CNN, 
respectively. Firstly, the feature dimension of MFCC was set 
to 24 after orthogonal experiment. The Hamming window 
was used, the frame length was set to 20 ms, and the frame 
shift size was 10 ms. 

In the DTW-based piano audio recognition algorithm, 
the most important part is the note template library used for 
matching and recognition. For the audio of notes in the tem-
plate library, the dimension of extracted MFCC features was 
also set to 24. The Hamming window was used in windowed 
framing, with a frame length of 20 ms and a frame shift of 
10 ms. 

In the BPNN-based piano audio recognition algorithm, 
the relevant parameters are as follows. The number of nodes 
in the input, hidden, and output layers were 24, 128, and 88, 
respectively; the activation function was the Relu function. 
The epoch was set as 200. 

In the CNN-based piano audio recognition algorithm, the 
relevant parameters are shown below. There were three con-
volutional layers and three mean pooling layers. During the 
training process, a regularization with a random dropout of 
0.4 was used, and the number of epochs was set to 200.  

During the testing of three piano audio recognition algo-
rithms, the first step was to test the recognition of single-note 
piano audio signals by the three algorithms. Afterwards, the 
recognition of multi-note piano audio signals with different 
numbers of notes was tested, with the number of notes set at 
5, 10, 15, 20, and 25, respectively. The recognition perfor-
mance of the three algorithms on the piano audio signals in 
the aforementioned two experimental projects was tested. 
Precision, recall rate, and F-score were chosen as the perfor-
mance indicators. 

4.3 Experimental results 

Due to space limitations, only waveforms of partial single- 
and multiple-note piano audios are shown in Figure 2. The 
single-note piano audio waveform in Figure 2 corresponds to 
the note named " c ", pronounced as "do"; the multiple-note 
piano audio waveform corresponds to the note named "

cddefc 11 ". The recognition results for the piano audio in Fi-

gure 2 using three different audio recognition algorithms are 
shown in Table 1. According to Table 1, the recognition re-
sults obtained by the CNN algorithm were consistent with the 
standard results, the BPNN algorithm differed slightly, and 
the DTW recognition algorithm differed the most from the 
standard results. 
 

 
Figure 2: The waveform graphs of some single-note and multiple-
note piano audios 

Table 1: The recognition results of some single and multi-note pi-
ano audios 

 Single-note piano 
audio in Figure 2 

Multiple-note piano 
audio in Figure 2 

Standard note result c  cddefc 11  

The recognition re-
sult of the DTW al-
gorithm 

e  cefcee 111  

The recognition re-
sult of the BPNN al-
gorithm 

d  cdddfc 11  

The recognition re-
sult of the CNN al-
gorithm 

c  cddefc 11  

 
Three recognition algorithms' recognition performance 

on single-note piano audio is shown in Figure 3. For the DTW 
recognition algorithm, the precision, recall rate, and F-value 
of recognizing single-note piano audio were 0.69, 0.68, and 
0.68, respectively. For the BPNN algorithm, the values were 
0.85, 0.84, and 0.84, respectively. For the CNN recognition 
algorithm, the values were 0.98, 0.97, and 0.97, respectively. 
It was seen from Figure 3 that the CNN recognition algorithm 
had the highest accuracy in recognizing single-note piano au-
dio, followed by the BPNN algorithm, and the DTW recogni-
tion algorithm had the lowest accuracy. 

The performance of three identification algorithms in 
identifying piano audio with multiple notes is shown in Fi-
gure 4. According to Figure 4, as the number of musical notes 
in the piano audio increased, the precision, recall rate, and F-
values of the three identification algorithms all decreased. 
However, in the process of increasing the number of notes, 
the DTW recognition algorithm showed the greatest decrease 
in  recognition  performance,  while  the  BPNN  algorithm  
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Figure 3: Performance of three recognition algorithms in identify-
ing single-note piano audio 

 

 
Figure 4: Recognition performance of three recognition algo-
rithms on multiple-note piano audio 

showed a relatively small decrease, and the CNN recognition 
algorithm showed the smallest decrease. When the number of 
multiple notes was the same, the recognition performance of 
the CNN algorithm was still the best, followed by the BPNN 
algorithm, and the DTW algorithm was the worst. 
 
5 Conclusion 

This paper briefly introduced the feature extraction methods 
of piano audio signals and three algorithms, namely DTW, 
BPNN, and CNN, that can recognize piano audio features. In 
the subsequent simulation experiments, the three recognition 
algorithms were compared, and the results are as follows. (1) 
Among the recognition results of the waveform graphs of 
some single-note and multi-note piano audios, the recogni-
tion results obtained by the CNN recognition algorithm were 
consistent with the standard results, while the BPNN algo-
rithm differed slightly and the DTW recognition algorithm 
differed the most. (2) Faced with single-note piano audio si-
gnals, the CNN recognition algorithm presented the highest 
recognition accuracy for the single-note piano audio, fol-
lowed by the BPNN algorithm, and the DTW recognition al-
gorithm had the lowest accuracy. (3) As the number of notes 
in the piano audio signal increased, the recognition perfor-
mance of the three recognition algorithms slightly reduced, 
among which the DTW recognition algorithm had the most 
significant reduction, followed by the BPNN algorithm, and 
the CNN recognition algorithm had the least reduction. 
Moreover, under the same number of notes, the recognition 
performance of the CNN algorithm was still the best, 

followed by the BPNN algorithm, and the DTW algorithm 
was the worst. 
 
References  

[1] S. A. Herff, K. N. Olsen, and R. Dean. Resilient memory for 
melodies: The number of intervening melodies does not influence 
novel melody recognition. Q. J. Exp. Psychol., 71:1150-1171, 2018. 

[2] M. Bomgardner. MATERIALS Schlumberger pilots new lith-
ium extraction. Chem. Eng. News, 99:10, 2021. 

[3] Y. Wang. Research on Handwritten Note Recognition in Digital 
Music Classroom Based on Deep Learning. J. Internet Technol., 
22:1443-1455, 2021. 

[4] X. Li. Construction and analysis of hidden Markov model for 
piano notes recognition algorithm. J. Intell. Fuzzy Syst., 37:3293-
3302, 2019. 

[5] R. Wu. Research on automatic recognition algorithm of piano 
music based on convolution neural network. J. Phys. Conf. Ser., 
1941:1-7, 2021. 

[6] Z. Wang, L. Chen, L. Wang, and G. Diao. Recognition of audio 
depression based on convolutional neural network and generative 
antagonism network model. IEEE Access, 8:101181-101191, 2020. 

[7] M. Brousmiche, J. Rouat, and S. Dupont. Multimodal Attentive 
Fusion Network for audio-visual event recognition. Inform. Fusion, 
85:52-59, 2022. 

[8] P. Hoffmann, and B. Kostek. Bass Enhancement Settings in 
Portable Devices Based on Music Genre Recognition. J. Audio Eng. 
Soc., 63: 980-989, 2015. 

[9] X. Wang. Research on the improved method of fundamental fre-
quency extraction for music automatic recognition of piano music. 
J. Intell. Fuzzy Syst., 35:1-7, 2018. 

[10] Z. Xiao, X. Chen, and L. Zhou. Real-Time Optical Music 
Recognition System for Dulcimer Musical Robot. J. Adv. Comput. 
Intell. Intell. Inform., 23 :782-790, 2019. 

[11] C. Shuo. The construction of internet plus piano intelligent net-
work teaching system model. J. Intell. Fuzzy Syst., 37: 5819-5827, 
2019. 

[12] R.  Wu. Research on automatic recognition algorithm of piano 
music based on convolution neural network. J. Phys. Conf. Ser., 
1941:1-7, 2021. 

[12] O. Francesconi, A. Ienco, C. Nativi, and S. Roelens. Effective 
Recognition of Caffeine by Diaminocarbazolic Receptors. 
ChemPlusChem, 85:1369-1373, 2020. 

[13] Y. Luo, and H. Yang. Teaching Applied Piano Singing While 
Playing Based on Xindi Applied Piano Pedagogy:Taking Fujian Vo-
cational College of Art as an Example. J. Contemp. Educ. Res., 
6:123-135, 2022. 

[14] W. H. Lai, and C. Y. Lee. Query By Singing/Humming System 
Using Segment-based Melody Matching for Music Retrieval. 
WSEAS Trans. Syst., 15:157-167, 2016. 

42 - Vol. 51 No. 2 (2023) Canadian Acoustics / Acoustique canadienne



EDITORIAL BOARD - COMITÉ ÉDITORIAL

Aeroacoustics - Aéroacoustique
Dr. Anant Grewal (613) 991-5465 anant.grewal@nrc-cnrc.gc.ca
National Research Council

Architectural Acoustics - Acoustique architecturale
Jean-François Latour (514) 444-6060 jefflatour000@gmail.com
Mecart

Bio-Acoustics - Bio-acoustique
Available Position

Consulting - Consultation
Available Position

Engineering Acoustics / Noise Control - Génie acoustique / Contrôle du bruit
Prof. Joana Rocha Joana.Rocha@carleton.ca
Carleton University

Hearing Conservation - Préservation de l’ouïe
Available Position

Hearing Sciences - Sciences de l’audition
Olivier Valentin, M.Sc., Ph.D. 514-885-5515 m.olivier.valentin@gmail.com
Research Institute of the McGill University Health Centre

Musical Acoustics / Electroacoustics - Acoustique musicale / Électroacoustique
Prof. Annabel J Cohen acohen@upei.ca
University of P.E.I.

Physical Acoustics / Ultrasounds - Acoustique physique / Ultrasons
Pierre Belanger Pierre.Belanger@etsmtl.ca
École de technologie supérieure

Physiological Acoustics - Physio-acoustique
Robert Harrison (416) 813-6535 rvh@sickkids.ca
Hospital for Sick Children, Toronto

Psychological Acoustics - Psycho-acoustique
Prof. Jeffery A. Jones jjones@wlu.ca
Wilfrid Laurier University

Shocks / Vibrations - Chocs / Vibrations
Pierre Marcotte marcotte.pierre@irsst.qc.ca
IRSST

Signal Processing / Numerical Methods - Traitement des signaux / Méthodes numériques
Prof. Tiago H. Falk (514) 228-7022 falk@emt.inrs.ca
Institut national de la recherche scientifique (INRS-EMT)

Speech Sciences - Sciences de la parole
Dr. Rachel Bouserhal rachel.bouserhal@etsmtl.ca
École de technologie supérieure

Underwater Acoustics - Acoustique sous-marine
Available Position

Canadian Acoustics / Acoustique canadienne Vol. 51 No. 2 (2023) - 43



44 - Vol. 51 No. 2 (2023) Canadian Acoustics / Acoustique canadienne


	Signal Processing / Numerical Methods - Traitement des signaux / Méthodes numériques
	Comparison of Various Algorithms: Research on Piano Audio Signal Feature Identification  Shuang Hao


