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1 Introduction
Automatic speech recognition (ASR) systems have been sig-
nificantly improved by the implementation of deep neural net-
works (DNN) in natural language processing. However, the
performance of these DNN-based systems largely depends
on the amount of training data available [1]. When speech
patterns deviate from the norm, they may not be sufficiently
represented in the training data, which leads to lower perfor-
mance in such cases. Therefore, making ASR systems more
robust – not only to noise in the environment but also to the
implicit noise within speech – is becoming more and more
important [2]. This study examines such robustness in a state-
of-the-art (SOTA) ASR system, Whisper, for the regional di-
alect of French spoken in Québec, Canada.

1.1 Whisper
Whisper is a multilingual and multitask ASR system devel-
oped by Radford et al. [3] with large-scale weak supervi-
sion. It uses sequence-to-sequence learning, which directly
takes a sequence (in this case, audio) and outputs another se-
quence (in this case, text). After scaling its training data to
680k hours, Whisper was able to achieve robust zero-shot
performance, approaching human-level robustness. More-
over, this excellent performance was attained without using
self-supervision and self-training techniques, which are more
complex but currently trending in the field.

Whisper is constructed with a transformer encoder-
decoder architecture, where the encoder encodes the au-
dio and the decoder decodes the output of the encoder into
text. Within each transformer encoder block, there is a self-
attention mechanism and multi-layer perceptron; it is also the
case for the transformer decoder blocks, except additionally,
there is a cross-attention mechanism between the encoder and
the decoder.

1.2 Québécois French
Phonological, lexical, and syntactic differences are observed
between Québécois French (QF) and Metropolitan French
(MF). Reviewed in [4], QF and MF share the same conso-
nant and glide inventories, although differences are seen in
the realization of ”r”, the affrication of alveolar plosive be-
fore high vowels, and more. For vowels, QF has four more
vowels than MF, resulting in fewer homophones. In addi-
tion, there is a phenomenon called the diphthongization of
long vowels in QF. These movements are easily captured in
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a spectrogram, which is a time-frequency representation of
speech and is usually given as input to neural networks.

In Canada, more than 7 million people speak French na-
tively, and most of them speak QF. A strong demand for
a speech-to-text model of QF arises in social services, sec-
ond language learning for immigrants, smartphone applica-
tions, and so on. Despite the existing demand, there needs
to be more research in this area. In 2020, Lancien et al.
adapted the existing French lexicon, developed a QF-specific
pronunciation dictionary, and created an acoustic model [4].
Other efforts made for this task include Gagnon et al. (2008),
where a decision-based audiovisual fusion model was created
for large-vocabulary speech recognition of French Canadian
speech [5]. It is worth exploring the SOTA end-to-end deep
neural network for the task of QF recognition.

2 Method
2.1 Data preparation
We searched for publicly available YouTube videos with
human-transcribed closed-captioning and selected twelve
videos that featured a diverse group of speakers (N = 83) with
various sub-regional accents of QF and covered a variety of
common topics. The selected videos consisted of casual con-
versations, interviews, scripted speech, and noises like music
and background noise. See Table 1 for detailed statistics.

The audio files were converted into mono WAV format

Table 1: Descriptive statistics of the QF data set videos

Mean SD Sum
Duration (s) 1355.2 501.4 8809.0
Speech ratio 73.0% 2.8% -
Speaker (F;M) 7.1 (2.4;4.7) 4.0 (1.5;3.8) 83 (29;54)

and down-sampled to 16 kHz. The VVT transcripts under-
went preprocessing and then were used to extract plain text
and timestamps. We used Montreal Forced Aligner (MFA)
[6] to obtain precise, word-by-word timestamps. The audio
files were then segmented into 5-sec chunks based on word-
start and word-end timestamps. Since MFA’s output was nor-
malized, the text transcription of each segment was generated
by matching MFA’s pseudo-truth to the original text.

The audio segments were transformed into 80-channel
log-Mel spectrograms that were computed on a 25-
millisecond window with a stride of 10 milliseconds, and the
text segments were tokenized in French and padded to the
same length. We obtained 1568 segments, which were ran-
domly split into three sets: 80% for the training set, 10% for
the validation set, and 10% for the testing set.
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2.2 Model Training and Evaluation
We fine-tuned the pre-trained Whisper model of the base and
small versions to investigate the impact of model size on the
zero-shot and fine-tuned performance. To avoid the potential
of overfitting as the training data is limited, we maintained
most of the pre-trained weights and only retrained a certain
group of layers. We froze the encoder blocks and re-trained
the decoder layers. In fine-tuning the base model, there were
52 M trainable parameters and 19.8 M non-trainable parame-
ters. In fine-tuning the small model, there were 153 M train-
able parameters and 87 M non-trainable parameters.

We used a learning scheduler, where after a warm-up
period, the scheduler linearly decreases the learning rate to
zero. We also AdamW optimizer [7] for weight decay reg-
ularization and a learning rate finder from Tune [8] to find
the optimal initial learning rate. Every model was trained for
10 epochs. We used Python and PyTorch Lightning for our
model implementation.

We used Word Error Rate (WER) as our performance
evaluation metric, and the performance difference between
zero-shot and fine-tuned is denoted as R-WER. Each fine-
tuning experiment was run 10 times, each with a different
random split of the data set. Means and standard deviations
are reported.

3 Results

Table 2: Whisper’s WER (%) on benchmarks reported in [3]

base size small size
Multilingual LibriSpeech 26.6 16.2
Common Voice 9 37.3 22.7
VoxPopuli 24.9 15.7
Fleurs 28.5 15.0
Mean 29.3 17.4

As shown in Table 2, Whisper’s French transcription WER on
four benchmarks was averaged to be 29.3% for the base size
and 17.4% for the small size [3]. The zero-shot and fine-tuned
performances for QF are shown in Table 3. After fine-tuning,
the WER is reduced by 13.9% for the base version and 42.9%
for the small version.

Table 3: WER (%) of the zero-shot and fine-tuned Whisper models
transcribing QF

zero-shot fine-tune R-WER
base - Mean (SD) 51.3 (6.9) 37.4 (5.5) 13.9 (5.6)
small - Mean (SD) 62.4 (6.8) 19.5 (2.8) 42.9 (8.5)

4 Discussion and Conclusion
There is a clear performance reduction of Whisper when tran-
scribing QF in the zero-shot setting as compared to bench-
marks that mostly consist of MF, motivating the need to fine-
tune the Whisper model for this regional dialect. The QF
zero-shot WER was almost twice as high as reported with

MF, demonstrating the effect of the differences between QF
and MF. Surprisingly, a higher WER was observed for the
small model (62.4%) than the base model (51.3%). This un-
expected result is unlikely to be attributed to the limited trial
runs as the standard deviation was small and similar for both
model sizes, but an explanation for it has not been found. Our
fine-tuning reduced the WER by 13.9% for the base model
and 42.9% for the small model, approaching Whisper’s per-
formance on benchmarks, especially the small model.

In conclusion, our study demonstrated that Whisper has
the capability to be adapted for a regional dialect even with
limited resources, and it could serve as a pre-trained model
to enhance inclusivity and accessibility in voice-based tech-
nologies.
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