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SUMMARY

The practise of electroacoustic sound system equalization demands an understanding of psychoacoustics, 
room acoustics measurement, and subjective room acoustics. In this paper we undertake a review and syn­
thesis of the literature pertaining to the relevant psychoacoustic and room acoustic phenomena, and relate it 
to a number of issues regarding the current methods of large venue sound system equalization.

SOMMAIRE

L’utilisation de systèmes équalisateurs de son électroaccoustique exige la compréhension de la psy- 
cho-accoustique, des mesures de l’accoustique de salle et de l’accoustique subjective de salle. Nous présen­
tons dans cet articles une étude de synthèse de la litérature relative aux phénomènes de la 
psycho-accoustique et de l’accoustique de salle et relions cet étude à de nombreux problèmes qui se rappor­
tent aux méthodes courantes pour les systèmes équalisateurs de son pour grande salle.

1. INTRODUCTION

Large venue sound reproduction systems consist of a net­
work of signal processing equipment through which an orig­
inal source signal is routed on its journey to multiple 
speakers at various locations within a room. As part of this 
network, equalizers are often used to modify the frequency 
spectrum of the source signal before it is fed to the speakers, 
in an effort to compensate for unevenness in the frequency 
response of both the speakers and the venue. In touring sys­
tems, how the audio engineer chooses to do the time-con­
strained and complex task of adjusting the equalizers is as 
much a black art as it is a science.

Our main objective in writing this paper is to review and 
hopefully synthesize much of the research relating to equal­
ization as it pertains to electroacoustic sound reinforcement 
technology in large venues. While equalization relates to the 
way very large loudspeaker systems function in any acousti­
cal environment (including outdoors), the discourse is 
restricted to enclosed spaces. The practise of room equaliza­
tion requires an understanding of the science of room acous­
tics and the psychoacoustic considerations of mapping 
objective, quantifiable measurements to subjective listener

preference. In this respect, equalization is closely related to 
the field of subjective room acoustics.

In this paper we first consider the relevant psychoacoustic 
(Section 2) and room acoustic phenomena (Section 3) before 
introducing a number of issues regarding the practise of 
sound system equalization (Section 4). Though our particular 
perspective is touring systems and audio engineering, it is 
our belief that the principles discussed are also of interest to 
acoustical consultants for fixed installations.

2. PSYCHOACOUSTIC 
PRELIMINARIES

Psychoacoustics is the specific branch of psychophysics con­
cerned with the relationship between the objective, physical, 
and quantifiable properties of sound stimuli in the environ­
ment and the subjective, psychological, and qualitative 
responses they evoke [Rasch82a]. There are two important 
psychoacoustic issues with respect to equalization: the fre­
quency response and critical bandwidth of the ear.
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2.1 Frequency Response of the Ear

Pitch is the perceptual correlate of frequency. However, this 
correlation is not linear: as the number of cycles per second 
increases linearly, our perceived sense of pitch increases 
only logarithmically. Alternatively, as our sense of pitch 
increases linearly, the frequency increases exponentially. For 
example, the doubling of frequency with every octave repre­
sents an exponential growth in frequency as our pitch 
impression grows linearly.

The range of human hearing is well known to be 20 - 20,000 
Hz. However, perception is not equally sensitive at all fre­
quencies; i.e., the ear does not exhibit flat frequency 
response. Fletcher and Munson’s famous curves of equal 
loudness [Fletcher33] illustrate quite clearly that the ear’s 
sensitivity to loudness is frequency dependent. The main 
characteristic of the F-M curves is decreased sensitivity at 
low and high frequencies, but as intensity increases, sensitiv­
ity flattens out. At any level, maximum sensitivity occurs at 
about 3 kHz, corresponding to the resonant frequency of the 
ear canal [Houtsma87].

The F-M curves were determined using a small set of pure 
tones in an anechoic space with the sound source directly in 
front of the test subjects. The listeners had one ear blocked 
with cotton balls soaked in Vaseline. The F-M results are 
therefore a measure of the monaural perception of pure tones 
in a free field with an on-axis sound source.

However, none of the succeeding studies are in agreement 
with the F-M curves [Holman78]. In particular, the ISO 
adopted curves for free field listening are parallel at all levels 
above 400 Hz. So while the ear is not flat at high frequen­
cies, it does exhibit the same response regardless of level. 
Moreover, the frequency response of the ear depends on the 
sound field [Holman78] and the position of the sound source 
[Fletcher53]. According to ISO standard 454, in a diffuse 
field, the ear is +3 dB more sensitive at 1 kHz, -2 dB at 2.5 
kHz, and +4 at 10 kHz. Staffeldt and Rasmussen have shown 
these numbers to be an approximation of the directional sen­
sitivity of the ear to high frequencies, due to the diffraction 
caused by the head, torso, and ears. Perceptual sensitivity is 
a function of distance from the sound source and the room 
size [Staffeldt82], The distance from the source changes the 
diffraction caused by the head and external ear. The size of 
the room influences the amount of diffusion.

Particularly important is the diffraction due to the pinnae, or 
outer ear flaps. At its simplest, the pinna acts as a low-pass 
filter for sounds from behind the head, which provides a cue 
for distinguishing front from back for high frequency 
sounds. Research in the 1970s produced convincing evi­
dence that additional localization cues are provided by the 
reflections of the incident sound off the intricate ridges and 
depressions of the pinna. These reflections introduce short

time delays that are manifest as high-Q notches in the fre­
quency response starting at approximately 6 kHz 
[Rodgers8l]. Because of the geometry of the pinna, as a 
sound source is raised in elevation the first prominent notch 
in the frequency response occurs at a higher and higher fre­
quency. Kendall and Martens later asserted that we use these 
head-related transfer functions as a mechanism for localiza­
tion on the vertical and front/back planes [Kendall84].

In summary, the frequency response of the ear is dynamic, 
depending on the listening environment, loudness, and posi­
tion of the sound source.

2.2 Critical Bandwidth

The basilar membrane -  the main sensing mechanism of the 
ear -  is a 35 mm long spiral coil that bulges at a frequency 
dependent location in response to sound stimuli. The critical 
bandwidth for a given frequency is the smallest band of fre­
quencies around it that will activate the same part of the basi­
lar membrane [Truax78], Perceptually, the critical bandwidth 
is the ear’s resolution of discrimination; i.e., its resolving 
power for simultaneous tones.

Plots of the size of critical bandwidth as a function of centre 
frequency indicate that the bandwidths lie between 
1/3-octave and 1/6-octave for frequencies above 400 Hz 
[Houtsma87]. Below 400 Hz the bandwidth is more or less 
constant at a rather staggering 100 Hz. 24 critical bands 
traverse the length of the cochlea and therefore define the 
range of hearing. However, critical bands are different than 
1/3-octave analyzers in that “the set of critical band filters is 
continuous; that is, no matter where you might choose to set 
the signal generator dial, there is a critical band centered on 
that frequency” [Everest89, p. 32],

An understanding of critical bandwidth is important to the 
practise of equalization as it is often (erroneously) cited as a 
psychoacoustic basis for choosing a particular measurement 
resolution. Critical bandwidths are more directly relevant to 
theories of consonance and dissonance (i.e., the subjective 
agreeability or disagreeability of simultaneous sounds). Two 
simultaneous pure tones within a critical bandwidth of each 
other, but not of the exact same frequency, are perceived as 
dissonant. The two tones result in beats if close together, 
roughness if further apart, until finally breaking into separate 
distinguishable tones once they differ by the limit of fre­
quency discrimination. Consonance results only once the 
tones cross the critical difference and henceforth differ by at 
least the critical bandwidth. Sounds with spectral content 
that cross critical bandwidths are perceived as louder than 
sounds that do not, even if the two sounds have equal rectan­
gular area of sound intensity (defined by intensity per Hz).
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3. MEASUREMENT AND EVALUATION

There is nothing quite as upsetting as viewing one’s first 
attempt at measuring the ‘frequency response ’ o f a room 
[Everest89, p. 205],

The three core objective parameters of sound quality for a 
room are reverberation time, frequency response, and the 
impulse response. Reverberation time and frequency 
response are both derivable from the impulse response. In 
order to understand the impulse response, the room first must 
be understood as a linear system.

3.1 Linear Systems

A linear system is a mathematical abstraction used to 
describe any system where the relationship between the out­
put and input is governed by a linear differential equation 
with constant coefficients:

x(t) ■y(t)

where x(t) and y(t) are time domain representations of sig­
nals; for our purposes, these functions represent time-vary- 
ing sound pressures.

The other predominant way to represent a signal is the fre­
quency domain, whereby a signal is described by the pres­
ence of energy at certain frequencies. The two domains are 
duals: equivalent information is contained in each. Trans­
forms are mathematical tools that enable the movement from 
one domain to the other.

impulse response, or its amplitude and phase response. The 
impulse response, h(t), is a system’s output to the delta func­
tion. The delta function, 8(r), is defined by:

5 (0 )  = 1

? 5̂  0 => 0(f )  = 0

The output y(t) of a linear system to an arbitrary input x(t) is 
the convolution (*) of the input and the impulse response:

y(t) = x(t) * h(t)

Convolution works as follows. Each x ( t t) can be thought of 
as a scaled and delayed version of the delta function. Each 
x ( î ;) therefore produces a scaled, delayed version of h(t). 
The output y  ( t .) is the sum of the scaled, delayed versions 
of h(t) as generated by each x ( t .), j  < i .

Convolution in the time domain is equivalent to multiplica­
tion in the frequency domain:

y(t) = x(t) * h{t)

Y(f) = X(f)H(f)

where X(f), Y(f), and H(f) represent x(t), y(t), and h(t) respec­
tively in the frequency domain. The transfer function of a 
system is its ratio of output to input expressed in either the 
time domain or the frequency domain. The impulse response 
is the time domain representation of the transfer function. 
The frequency domain representation is given by:

The Fourier transform is a method of converting between the 
time and frequency domains. Named for the French mathe­
matician, it is based on his famous theory which states that 
any periodic time-varying signal can be expressed as the sum 
of an infinite series of sine and cosine terms each with a spe­
cific amplitude and phase. If x(t) is a signal, its Fourier trans­
form X(f) is a function that maps frequency onto a complex 
number A + Bi. The amplitude of the signal content at fre­
q u e n c y /is  the magnitude of the complex number (i.e., the 
square root of A 2 + B2) whereas the phase (i.e., its relative 
alignment) is given by the argument (0 = atan ( B / A )  ). 
The frequency domain therefore consists of both an ampli­
tude response and phase response. By convention, the term 
frequency response refers to the amplitude response only.

In practise, one is restricted to discrete time signals obtained 
with a particular sampling interval. The fast Fourier trans­
form (FFT) is the name for a class of algorithms that quickly 
compute the Fourier transform of a discrete time signal.

Every linear system is completely described by either its

H { f )
Y i f )  
X ( f )

i.e., the ratio of output to input.

If h(t) = 8(f), then y(t) = x(t) and H(f) = 1, for a ll/. That is to 
say, a system with perfectly flat frequency response and no 
gain or attenuation has an impulse response equal to the delta 
function.

3.2 Interpreting the Impulse Response of a 
Room

A room’s effect on sound can be modeled as a linear system. 
Since the impulse response completely defines a linear sys­
tem, all characteristics of interest are derivable from it, 
including in the case of a room, reverberation time and fre­
quency response. The traditional method of obtaining a room 
impulse response is to excite the room with an impulse and 
to record the decaying sound pressure. A recent paper by
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Norcross and Bradley compares four competing approaches 

to obtaining the impulse response o f  a room, each of  which 

is shown to produce similar results [Norcross94],

The true impulse response h o f  a room is an oscillating sig­

nal o f  amplitude vs. time. In acoustics literature, the impulse 

response is often instead illustrated as the squared impulse 

response p  , which is a plot o f  the square of  the amplitude 

vs. time. The energy-time curve (ETC) is another non-nega­

tive real-valued alternative to the impulse response. The 

ETC and its calculation are described in [Duncan88],

Given an impulse response, the frequency and phase 

response is contained within its Fourier transform. The 
reverberation time (RT60) is the length of time it takes the 

impulse response to attenuate 60 dB. RT60(À) is the reverber­
ation time when the room is excited not with an impulse 

(which has equal energy per frequency), but with a pure tone 

of  wavelength X.

In applying linear systems theory to room acoustics, an 

important consideration is that every pair o f  source-receiver 

locations defines a different transfer function. The room as a 
whole does not possess a single impulse response, but rather 

defines one for each pair of possible locations. RT60 is there­

fore a function of  not only frequency, but also location. 

“When reverberation time for a given frequency is reported, 

it is usually the average of  multiple observations of  each of 

several positions in the room. This is the pragmatic way of 

admitting that the reverberatory conditions differ from place 

to place in the room” [Everest89, p. 207]. Only in a perfectly 

diffuse sound field is RT60 the same at each frequency and 

location. However, “one still talks of ‘a concert hall with 

RT60 of  1.8 s ,’ as if true for all frequencies and true for all 

source-receiver combinations in the hall” [Barman93], The 

sensitivity to position can be striking: changes in distance as 
little as 10 cm of either the source or receiver can result in 

statistically significant changes in measured values of the 

early decay time (EDT, the first 10 dB of  decay) 

[Bradley89]. Another controversial and inconclusive study 

[Barman93] reported differences of  over 0.5 s at different 

measurement locations, and 0.6 s at different frequencies for 

the same location in a large room.

Interpretation of the impulse response and reverberation time 

is most closely associated with the field of  subjective room 

acoustics. Subjective room acoustics is the psychoacoustic 

study of  perception in enclosed spaces with the goal o f  deter­

mining the important quantitative variables in the design of 
concert halls and auditoria. According to Rasch and Plomp 

in the introduction to their excellent survey of  the field, sub­

jective room acoustics is the study of the perceptual effects 

of  the indirect sound field, which is responsible for what is 

loosely called the acoustics o f  a room or hall [Rasch82b], 

The indirect sound field is comprised of sound that arrives

after one or more reflections. Indirect sound is further classi­

fied as either early reflections if it arrives within 50 ms of  the 

direct sound, or reverberant sound otherwise. Depending on 

the context, early reflections are often counted as part o f  the 

direct sound. The indirect sound has three effects 

[Rasch82b]:

1. it adds sound energy resulting in a perceived increase in 

loudness;

2. it arrives later than the direct sound, thus reducing defi­

nition as it masks the preceding direct sound; and,

3. it arrives from other directions than the direct sound, 

resulting in a perceived spaciousness.

Although reverberation time is now considered inadequate 

as a single objective descriptor o f  room quality [Bradley90], 

it was once fashionable to consider the question, what is the 

optimal reverberation time? A thorough theoretical examina­

tion of  this question is given in [Mankovsky71] where a 

number of plots o f  optimal reverberation time versus room 

size are shown to be inconclusive. Certainly a high rever­
beration time is a problem for speech intelligibility as it 

means the masking of  new information by old. But higher 

reverberation times (1.5 to 2.1 s) are acceptable and even 

desirable for music, particularly romantic classical music 

[Rasch82b]. The lesson to note is that flat frequency 
response is not optimal for the reproduction of  music.

In current thinking, the ratio o f  direct to indirect sound is 

considered more important than reverberation time in pre­

dicting the quality of a room’s acoustics, particularly with 

respect to speech intelligibility. As such a number of  m ea­

sures of  room quality have been proposed that are based on 

the ratio of two integrals of the impulse response (see for 

example [Bradley90, Davis87]). These ratios of  integrals 
usually differ only in how much of  the early reflections count 

towards the direct sound. Citing the Haas effect [Haas72], 

many descriptors count early reflections that arrive within 

50-80 ms as part o f  the direct sound. These newer ratios of  

direct to indirect sound are important, Bradley and Halliwell 

claim, because they relate well to the subjective assessments 

o f  the acoustical characteristics of halls [Bradley89].

However, methods of prediction based entirely on the time 

domain (i.e., RT60 and direct/indirect ratios) suffer two seri­
ous shortcomings due to the following limitations of  the 

impulse response as a representation device.

1. It provides no clues as to the directionality o f  the reflec­

tions. The lack of information concerning the directivity of 

the reflections is critical since “after it was established that 

early reflections are subjectively important, the direction of 

arrival of these reflections was next found to be important”
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[Bradley90, p. 17]. In particular, early lateral energy (first 
reflections from the side walls) is considered of fundamental 
import [Barron71, Schroeder84], In summarizing the various 
ratios of energy as a predictor of room quality, Rasch and 
Plomp note the importance of sound coming from the sides 
and from the rear later than 40 ms and earlier than 80 ms 
after the direct sound [Rasch82b]. Because it arrives earlier 
than 80 ms, it functions as direct sound and improves clarity. 
Since it arrives from the sides and back after 40 ms, it 
increases the sense of spaciousness. Since auditorium design 
is generally a trade-off between clarity (for speech) and spa­
ciousness (for music), they conclude that these reflections 
are potentially very important. In an attempt to measure 
directional characteristics of reverberation, Abdou and Guy 
developed a PC-based measurement system that employs six 
microphones arranged in cartesian coordinates [Abdou93]. 
Their system captures the temporal arrival, direction, and 
magnitude of reflections and plots this information as a 
series of intensity vectors in time.

2. It provides no immediate clue as to the frequency 
response. While it is true that frequency domain information 
is contained within the impulse response, it is not obvious 
what it is simply from inspection. In other words, the time 
and frequency domain representations share the same infor­
mation, but their respective representations are more amena­
ble to the extraction of different information. For example, 
Toole has criticized the impulse response because it is infe­
rior to the frequency domain for the identification of audible 
resonances [Toole86a], Given that the goal of the direct/indi­
rect ratios is to move towards understanding what a desirable 
transfer function for a room is, one wonders why work in 
subjective room acoustics seems universally restricted to the 
time domain. Since the amplitude response is basically a pic­
ture of the relative RT60 along the frequency axis, it seems 
strange to dismiss it as a tool. Conversely, audio engineers 
working with electroacoustic sound reinforcement systems 
operate exclusively with frequency domain representations.

There are, however, many valuable guidelines to be learned 
here from the work in subjective room acoustics. In particu­
lar, the importance of directivity of reverberation. Moreover, 
it would be instructive and interesting to consider both the 
impulse and  frequency response measurements of halls 
judged to be excellent.

4. EQUALIZATION

Equalization is the purposeful alteration of a signal to add 
and/or remove spectral content. From an engineering per­
spective, equalization is the deconvolution or inversion of 
the transfer function of a linear system. This is based on the 
assumption that all artifacts of the intervening linear system 
are unwanted.

With sound reinforcement systems the common practise is to

alter the frequency spectrum of a signal using a 1/3-octave 
equalizer, which is a collection of 30 independent bandpass 
filters that each can boost or cut the signal by approximately 
12-dB at their centre frequency. This compensation, applied 

just before the amplifiers in the audio chain, is to correct for 
aberrations in the response due to the interaction of the loud­
speakers and room. The goal of this compensation is twofold 
[Davis87]:

1. to ensure a specified tonal response at each listener's 
ears; and,

2. to maximize overall acoustic gain by reducing peaks in 
the frequency response that can cause the system to enter a 
feedback loop.

Implicit in point 1 is that the specified tonal response will 
result in improved sound quality. To that end, equalization of 
the frequency (amplitude) response is considered the single 
most important method of improving the listener preference 
rating of a loudspeaker [Fortier94].

ISO standard 2969 describes a recommended method for 
equalization: excite the room with pink noise, measure the 
frequency response using a 1/3-octave real-time analyzer 
(RTA), and adjust the equalizer until a certain curve is real­
ized on the RTA. The frequency response of a venue as 
viewed on a 1/3-octave RTA is called the house curve. Pink 
noise is used because it has equal energy per octave. White 
noise, because it has equal energy per Hz, exhibits a 
+3-dB/octave rise in energy with increasing frequency and is 
therefore less suitable when using constant percentage band­
width filters such as those used in 1/3-octave analyzers.

This ISO standard raises many issues and questions:

1. What is the ideal house curve?
2. Do you equalize based on measurement of the direct, 
indirect, or total sound?
3. Is a single measurement point adequate?
4. Should the audience be present?
5. What about time domain equalization?
6. Is 1/3-octave resolution enough?

In the remainder of this section we consider each of these 
questions in turn.

4.1 The Ideal House Curve

The immediate question arises: what is the ideal house 
curve? Toole has presented convincing evidence that in 
anechoic conditions, listeners prefer loudspeakers with the 
smoothest and flattest frequency response, both on- and 
off-axis [Toole86b]. Conversely, the Athena project has sug­
gested that in a typical small listening room flat frequency 
response is not the optimal transfer function [Fortier94], but
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project participants have not revealed what they believe it to 
be.

Given this inconsistent state of affairs, let us first consider 
what equalization should attempt to correct. Bucklein has 
examined the effect a nonuniform frequency response has on 
speech intelligibility over telephone lines [Bucklein81], The 
result of his study, which also held for music and white 
noise, was that peaks in the transfer function are clearly 
more disturbing than corresponding valleys. Satisfactory 
intelligibility requires that narrow peaks must be avoided, 
while several small valleys, even if these are deep, are toler­
able. Test subjects perceived no difference in the source 
material if the transfer function contained a single 5-dB val­
ley an octave wide. The narrower a valley becomes, the 
greater its depth must be to remain audible; e.g., a 20-dB dip 
with bandwidth A / / /  = 0.2 was judged inaudible at all 
frequencies measured (NB: A / / /  = 0.23 for 1/3-octave). 
The subjective judgement is also worth note: the listeners 
reported that the audible valleys do not alter the sound qual­
ity as much as equally large peaks, which can appear “very 
unpleasant.” If peaks are unavoidable, two narrow peaks are 
better than one wide one, and the farther apart, the better. 
Note the consistency with critical bandwidth theory, which 
predicts that wide peaks that cross critical bandwidths will 
be perceived as louder than narrow peaks that do not. A 
number of widely spaced peaks is better than a single wide 
peak in terms of intelligibility (and corresponding tonal 
colouration).

Current guidance -  as espoused in for example [Davis87] -  
is that one should measure the house curve with a flat 
response free-field microphone placed about 30 m from the 
source. The equalizer should be adjusted so that the house 
curve is flat up until about 1 kHz where a roll-off down to 
-10 dB at 10 kHz should begin. What explanation is there for 
this high-frequency attenuation? Papers by Schulein 
[Schulein75] and Staffeldt and Rasmussen [Staffeldt82] 
address this question. Taken together, these two papers are 
crucial in understanding the psychoacoustic considerations 
of equalization.

Schulein considers the question of the high-frequency 
roll-off: why is it that a flat house curve, obtained by exciting 
a sound reinforcement system with pink noise and viewing 
on a 1/3-octave analyzer, sounds too bright? Through an 
ingenious experiment, Schulein deduced two causes: the 
increased sensitivity of the human auditory system to 
high-frequency diffuse sound as opposed to near-field frontal 
sound; and, the roll-off in diffuse-field sensitivity versus 
free-field sensitivity in commercially available measurement 
microphones. “Due to the polar characteristics of the human 
listener, a lower sound pressure level is required for equal 
loudness at high frequencies for a diffuse sound field than for 
a frontal sound field” [Schulein75, p. B-47]. He cites the

shape of the head as the culprit, and suggests the design of 
microphones that mimic the resulting directional pattern. 
Microphones embedded in dummy heads would seem a 
more expedient alternative.

Schulein’s view is reinforced by the work of Staffeldt and 
Rasmussen [Staffeldt82]. The important points are as fol­
lows. If a human equalizes two loudspeakers such that they 
sound equally loud at all frequencies, and one of the loud­
speakers is in the distance such that it produces a reverberant 
field, and the other is within the critical distance such that it 
mimics a free field -  the distant loudspeaker producing a dif­
fuse field will have its high frequencies attenuated. Equiva­
lently, if you replace the human with a microphone and do 
equalization such that the measured frequency response of 
both loudspeakers is flat, the diffuse field loudspeaker will 
sound brighter. However, if you embed that microphone 
inside the ear of a dummy head and repeat the process, the 
perceived brightness disappears. It is not adequate to use an 
omnidirectional microphone with flat free field sensitivity 
and flat diffuse field sensitivity; the dummy head is neces­
sary. In fact it is psychoacoustically invalid to use an omnidi­
rectional microphone: as noted before, the human ear is not 
uniform in directivity at high frequencies. For example, the 
ear is +10-dB more sensitive at 6400 Hz to sound 90-degrees 
off-axis than it is to sound on-axis [Fletcher53], In a diffuse 
field, where sound is entering the ear from all directions, this 
sensitivity is stimulated.

Moreover, high frequency response is dependent on distance 
to the source (regardless of whether the listener is inside or 
outside the critical distance): an equalized loudspeaker in 
anechoic conditions will sound different with distance. This 
is because the free-field response of the external ear depends 
on the distance between the head and the loudspeaker:

...It is concluded that the high-frequency attenuation neces­
sary fo r  a distant loudspeaker when compared with a nearby 
loudspeaker is largely determined by [BOTH] the free-field 
and diffuse-field diffraction phenomena at the head and the 
external ear [Staffeldt82, p. 642].

As a caveat, Staffeldt and Rasmussen warn that these results 
may not be generalizable to large venues.

4.2 Direct vs. Indirect Sound

Modern sound reinforcement systems for large spaces are 
almost always comprised of multiple loudspeakers. The use 
of multiple source positions impacts the perceived reverbera­
tion of an enclosed space.

The critical distance is the point at which the intensity of the 
direct field is the same as that of the reverberant field. 
Beyond the critical distance, the ratio of direct to indirect 
sound steadily degrades. Ideally then every seat in the audi-
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ence should be within the critical distance. Unfortunately, for 

all venues o f any significant size, most o f the audience is 

beyond the critical distance. That is, most people are listen­
ing to the reverberant sound field more than the direct field. 

For example, an omnidirectional sound source in a large 

concert hall (volume = 27,000 m3, RT60 = 2.2 s) has a critical 

distance o f 11 m  [Plomp73]. Since intelligibility and clarity 

are proportional to the ratio of direct to indirect sound 

[Rasch82b], sound quality can degrade significantly beyond 

the critical distance.

Em ploying multiple loudspeakers is not the solution. In fact, 

multiple loudspeakers is part o f the problem. Every loud­

speaker that is added contributes to the indirect field and 

therefore degrades the direct/indirect ratio. The optimal 
direct/indirect ratio is obtained with a single radiating point.

O ’Keefe has looked at the problem of critical distance and 

multiple loudspeakers in very large reverberant spaces. 

“ ...The fundamental dilem m a associated with very large 

rooms: increasing the num ber o f  speakers means that some 

people will be exposed to better direct and early sound. For 

people located elsew here in the room these same loudspeak­

ers will introduce detrimental late sound” [ 0 ’Keefe94, p. 

71]. For the Galleria in Toronto, a 90,000 m3 space, 

O ’Keefe separately calculated and measured the direct, 

early, and late sound and plotted their intensity as a function 

of distance from sound source. The direct and early sound 

levels decayed linearly with similar slope; the late sound was 

virtually constant. The point at which the direct and rever­

berant lines cross is o f course the critical distance, which he 

found to be 7 m. He empirically noted that beyond 7 m 

speech intelligibility decreased significantly. This was for a 

single loudspeaker: “the important difference between a sin­

gle loudspeaker system and a distributed system with several 
loudspeakers is that the distant loudspeakers generate sound 

that a listener will interpret as late or detrimental” 

[ 0 ’Keefe94, p. 72]. A s loudspeakers are added, the critical 

distance drops. W ith 16 loudspeakers, their location and 
spacing becam e insignificant for listeners more than 2 or 3 m 

from the nearest speaker, leading O ’Keefe to conclude that 

no matter where one stood in the room, there must be a loud­

speaker within 3 m. A  grim  conclusion to say the least.

This begs the question, why do concert sound systems rely 

on massive arrays o f  speakers? The conventional wisdom is 
that the best way to battle the critical distance problem is by 

increasing the intensity o f the direct sound.' A large 

semi-circular array o f loudspeakers is believed to deliver a 

higher ratio o f direct to indirect sound to all portions of the

This is only part of the answer. A significant factor is that 
the artist thinks it looks cool. Another reason is that it has to sound 
like a rock concert regardless of where you are sitting in the audi­
ence. For large, highly reverberant spaces, there is only one way to 
ensure that: volume.

audience, though this is theoretically a dubious claim.

In large reverberant spaces where m ost listening locations 

are subjected to a poor direct/indirect ratio, a question to 

consider is what do you equalize: the direct, indirect, or total 
sound? Meyer claims that “it is known that the ear generally 

perceives early reflections as the ‘frequency response’ o f the 

space” [Meyer, p. 3]. M eyer’s technique is to use correlation 

with the excitation source to reject reverberation in his mea­

surements. Truncation o f the impulse response also provides 

a means of considering just the direct sound [Genereux90]. 

But does it make psychoacoustic sense to reject the predomi­

nant sound field?

Cabot [Cabot88] has noted that the pink noise RTA tech­
nique results in a measurement o f the steady-state room 

response, or the integral of the direct and indirect sound. 

Consistent with [Staffeldt82], Cabot finds that “ ... a flat 

sounding system will usually not be flat in the direct field 

response or in the steady state response,” which leads him to 

conclude that “it is therefore as incorrect to equalize the 

steady state response as it is to equalize the direct sound” 

[Cabot88, p. 392]. Missing from his analysis, unfortunately, 

is an explanation due to the high-frequency directional sensi­

tivity o f the ear.

Toole and Olive found that a loudspeaker is judged favour­

ably when on- and off-axis response are both flat, whereby 

the direct and indirect sound match [Toole88], W hile they 

did not make the connection, the Haas effect [Haas72] is 

likely responsible. In the case o f matching early reflections, 

the Haas effect holds and the direct sound is reinforced 

[Rodgers81]. If, however, the frequency response o f the 

early reflections differs significantly from that o f the direct 

sound, the Haas effect is defeated and the early reflections 

will be perceived as annoyingly audible, helping to further 

degrade the direct/indirect ratio.

This suggests that one might consider equalizing the indirect 

sound such that it matches the direct sound. (Unfortunately, 

this is complicated by the fact that you can’t change one 

without affecting the other.) Sliding the FFT time window to 

the latter portion of the impulse response permits the mea­

surement o f the frequency response o f the indirect sound 

field. Alternatively, assuming a flat free field response (a rea­

sonable assumption for most loudspeakers) one could 

improve the likelihood o f matching direct and indirect fre­

quency response through the addition of off-axis full-range 

loudspeakers. This is the concept behind the design o f Bose 

loudspeakers, and the by-product o f  any semi-circular array 

configuration.

4.3 Single vs. Multiple Measurement Points

As noted above, the transfer function of a room differs from 

location to location. Plomp and Steeneken attempted to cod-
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ify the amount o f  fluctuation one can expect in a reverberant 

space [Plomp73], In their paper, they show that location 

dependence is caused by the variability in the amplitudes and 

phases of  the individual harmonics of a complex tone in a 
diffuse field. The variabilities in amplitude (SPL) as a func­

tion of  location are derived theoretically to have a standard 

deviation of  5.57 dB for pure tones in a diffuse field; phase 

differences are random (0 to 2k ) and found to be negligible 

for complex tones with fundamental frequencies above 100 

Hz [Plomp73], Since timbre is correlated to the relative 

amplitude of  the harmonics o f  a complex tone, timbre differs 

from location to location as a function of this variance in 

SPL. Their empirical study supports this theoretical varia­

tion.

Worse, the problem of location dependent frequency 
response variation can actually be exacerbated by equaliza­

tion. Elliott and Nelson have empirically shown that opti­

mizing for a single location within a small room is 

detrimental to all other points within the room [Elliott89]. 

This phenomenon may or may not generalize to the case of 

large enclosures, but the anecdotal evidence suggests that it 

does.The burden of  averaging multiple measurement points 

seems to be the answer. For touring systems, however, there 

is generally not enough time nor the proper equipment to 

undertake multiple simultaneous measurements. Moreover, 

the complexity of adjusting multiple equalizers while simul­

taneously considering multiple room response curves would 
quickly result in cognitive overload for the audio engineer. It 

is for these reasons that the best seat is usually the one next 

to the front-of-house mixing console.

4.4 Audience Presence

Ideally, the audience should be present before a room is 

equalized. The audience has two significant effects on a 

room. First, the audience increases the absorption character­
istics and thus affects the reverberation time and the fre­

quency response o f  the room. Second, the audience increases 
the temperature of  the air, creating temperature gradients that 

change room mode interactions and thus affect the resulting 
frequency response.

This is not to suggest that equalization of  an empty hall is 

pointless. The presence or absence of  an audience does not 

greatly affect resonances and echoes that are a function of 

the dimensions of  the hall. Some have even suggested that 

the audience is not truly significant [Beranek62], We will 

only add that equalization without an audience present is bet­

ter than no equalization at all.

4.5 Time Domain Equalization

Time domain equalization is equalization specified by the 

impulse response of  an arbitrary filter, providing user control 
over both the amplitude and phase response. Traditional

equalizers affect both the amplitude and phase response, but 

provide user control over only the amplitude response. The 

digital delay is a degenerate case of  time domain equaliza­

tion consisting of a delta function capable of  being offset in 

time.

The most obvious shortcoming of  frequency (amplitude) 

equalization is that it is not a complete substitute for time 
domain equalization. “Equalization in the frequency domain 

effectively only equalizes the minimum phase part o f  the 

response due to the presence of  all-pass phase components in 

the very complex room response” [Fortier94, p. 60]. A  thor­

ough and theoretical treatment o f  this phenomenon is Neely 

and Allen's seminal paper on the invertibility o f  room 

impulse responses [Neely79]. [Elliott89] is one of  a class of 

papers dealing with the use o f  time domain room equaliza­

tion in the form of adaptive digital filters. An adaptive digital 
filter is a digital filter that changes in response to an error 

signal, either continuously, or is “programmed” once from 

measured data. A series o f  automatic equalization schemes 

based on adaptive digital filters have appeared in the litera­

ture supporting optimization at a single point with a single 

filter [Genereux90], multiple points with a single filter 

[Elliott89], and multiple points with multiple filters 

[Munshi92], Equalizing multiple loudspeakers with different 

filters is the only approach capable o f  completely inverting 

the impulse response o f  a room [Munshi92].

In multi-loudspeaker systems, nulls will occur in the polar 

pattern as a result of waveform interference. W hile dips in 

the amplitude response are correctable in the frequency 

domain, nulls are correctable only in the time domain 

[Reams94], As an example, Davis and Davis cite the comb 

filter effects produced by misaligned speakers, which cannot 

be detected with a 1/3-octave analyzer or corrected with a 

1/3-octave equalizer [Davis87]. While the audibility of  these 

nulls is questionable, these comb filters can be mistaken for 

the high-frequency notches used as localization cues 

[Rodgers81]. The problem is easily solved by aligning the 

loudspeaker wavefronts via the introduction of  a delay.

However, the general consensus is that phase equalization is 
a distant second to amplitude equalization in importance 

(e.g., [Toole86a]). Equalization in the time domain improves 

phase effects that many listeners are insensitive to 

[Fortier94],

4.6 Measurement Resolution

Many have cited the critical bandwidth of  the ear as support 

for the use of  1/3-octave analyzers and equalizers (e.g., 

[Schulein75]). If  you consider the definition o f  critical band­

width put forward by Davis and Davis, it seems particularly 

apt: the bandwidth within which the human ear cannot detect 
spectrum shape when listening to complex sounds 

[Davis87], In other words, correcting for anomalies in the
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spectrum at a resolution finer than 1/3-octave is pointless. 

This is a reasonable first approximation, but is unfortunately 

incorrect. Critical bandw idths define regions of dissonance, 

within which it is still possible to detect spectrum shape.

M eyer suggests that high-resolution DFT analysis tech­

niques are by far preferable to 1/3-octave [Meyer84]. Toole 

and Olive concur: “with any measurement it is clearly 

important that there be adequate frequency resolution to 

reveal the presence of high-Q resonances.... The popular 

1/3-octave m easurem ents are useful only to reveal gross fea­

tures in the frequency dom ain” [Toole88, p. 140].

5. CONCLUSION

In this paper we have looked at the practical aspects and psy­

choacoustic considerations o f room measurement and equal­

ization. Hopefully some questions have been answered, but 

many ambiguities remain. I f  this survey is to function as a 

springboard for further research, one might consider the fol­

lowing questions as a guide.

1. W hat is the most appropriate method for measuring the 

frequency response o f a sound reinforcement system? Some 

research has suggested that microphones embedded in 

dummy heads provide a more reliable measure of perceived 

frequency response, and that high resolution DFT analysis is 

preferred to a 1/3-octave RTA. But, how many measure­

ments at how many locations? How should multiple mea­

surements be averaged? Should the source material be pink 

noise or impulses? Pink noise techniques implicitly measure 

the steady-state total sound energy. Impulses permit the sep­
aration o f direct and indirect sound. W hich is best?

2. It seems that the choice o f target transfer function is 

dependent on the m easurem ent technique. Many researchers 

have attempted to explain away these inconsistencies as a 

function o f directional reverberation in rooms and the direc­

tional sensitivity o f  both ears and microphones. Given an 

understanding o f these interactions, is there an ideal transfer 

function for which equalization should strive? We have 

pointed out the necessity to eliminate peaks in the frequency 

response for two reasons: to increase overall gain without 

causing feedback, and to avoid tonal colouration. But how 
flat is too flat?
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