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EDITORIAL / EDITORIAL

The 2005 annual conference of the Canadian Acousti­
cal Association will be held at the Lamplighter Inn and 
Conference Centre in London, Ontario, Canada on Oc­
tober 11-14, 2005. We have received a wide variety of 
submissions, thanks to your involvement in your As­
sociation. Vijay Parsa and the rest of the Organizing 
Committee look forward to joining you in a lively dis­
cussion of acoustical issues, from speech communica­
tion to underwater acoustics.

We have three plenary lectures on the schedule. Rich­
ard Seewald, Canada Research Chair in Infant Hearing, 
will speak about his work on hearing loss and hearing 
aids in infants. Brock Fenton, Professor and Chair of 
the Biology Department at the University of Western 
Ontario, will discuss echolocation and bat behavior. 
Tim Kelsall, of Hatch Associates Ltd., will update us 
on the acoustics-related activities of the Canadian Stan­
dards Association, following which Alberto Behar will 
lead us in a discussion on how CAA members can be­
come more involved.

Many thanks to those who have assisted in making this 
conference a success so far: our exhibitors and spon­
sors, special session chairs, paper contributors, organiz­
ing committee, and many student volunteers.

Take a look at the preliminary program on the following 
pages and be sure to join us in London 2005.

M. Cheesman

La conférence de 2005 annuelle de l’Association ca­
nadienne d’acoustique se tiendra à Lamplighter Inn et 
le Centre de Conference a London, Ontario, Canada le 
11 au 14 octobre 2005. Nous avons reçu une grande 
variété de soumissions, grâce à votre participation dans 
votre Association. Vijay Parsa et le reste du Comité 
d’organisation attendent avec intérêt de vous joindre 
dans une discussion animée des issues acoustiques, de 
la communication de la parole à l’acoustique sous- ma­
rine.

Nous avons trois conférences plénières sur le pro­
gramme. Richard Seewald, Chaire de recherche du 
Canada sur l ’audition chez l’enfant, parlera au sujet de 
son travail sur les deficiences auditives chez les jeunes 
enfants et des améliorations rendues possibles grâce 
aux appareils auditifs. Brock Fenton, Professeur et la 
Chaire du Département de Biologie à l’Université de 
Western Ontario, discutera l’écholocation et le com­
portement des chauve-souris. Tim Kelsall, de Hatch 
Associates Ltd., nous mettra à jour sur les activités 
acoustique relatant sur l’Association Canadienne de 
Normes, suivi par Alberto Behar qui nous mènera dans 
une discussion sur la façon dont les membres de CAA 
peuvent devenir plus impliqués.

Beaucoup de mercis à ceux qui ont aidé à faire à cette 
conférence un succès jusqu’ici: nos exposants et com­
manditaires, chaires spéciales de session, contribuants 
de papier, comité d’organisation, et beaucoup de volo­
ntaires d’étudiant.

Jetez un coup d’oeil au programme préliminaire aux 
pages suivantes et soyez sûr de nous joindre à London 
2005.”

M. Cheesman

WHAT’S NEW ?? QUOI DE NEUF ?
Promotions Retirements Promotions Retraites
Deaths Degrees awarded Décès Obtention de diplômes
New jobs Distinctions Offre d’emploi Distinctions
Moves Other news Déménagements Autres nouvelles

Do you have any news that you would like to share
with Canadian Acoustics readers? If so, send it to: Avez-vous des nouvelles que vous aimeriez partager

Steven Bilawchuk, aci Acoustical Consultants Inc., Edmonton, Alberta, Email: stevenb@aciacoustical.com
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TUESDAY, OCTOBER 11, 2005

16:00-20:00 CAA Board of Directors Meeting

18:00 -22:00 CSA Standards Meeting -  open to all interested persons

18:00-20:00 Opening registration
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N. Somayajula, B. Yan, S.E. 
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vibrated fluidized bed
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Effects of signal amplitude modulation
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Using ultrasonic and vision sensors within 
extended Kalman filter for robot 
navigation

Z. Chen, R. Rodrigo, V. 
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12:20-13:20 LUNCH
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13:20-15:20

ENGINEERING ACOUSTICS & NOISE CONTROL - I HEARING AIDS

Kalman filtering of acoustic emission 
signal generated by the laser-material 
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Bordatchev

Subband adaptive modelling of hearing aids M. Wirtzfeld, V. Parsa
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M. P. Sacks, R. Behboudi, J. 
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19:00-21:00 TOUR OF NATIONAL CENTRE FOR AUDIOLOGY AND UWO ACOUSTIC FACILITES
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W. Shi, V. Parsa, J. 
Samarabandu

An experimental study on the role of 
phonetic categories in speech perception

Y. Zheng, C. Giguère Time-frequency signal decompositions for 
audio and speech processing

K. Umapathy, S. Krishnan

Acoustic ray tracing for 3D environment 
simulation

L. Meng, D. Gerhard

12:00-13:00 LUNCH

13:00-14:40

SIGNAL PROCESSING & NUMERICAL METHODS - II ARCHITECTURAL ACOUSTICS

Hearing-aid modeling with adaptive 
nonlinear filters

R. Rodrigo, Z. Chen, V. Parsa, 
J. Samarabandu

Vertical flanking sound transmission via the 
wall-floor junction in wood framed 
construction

D. Quirt, T. Nightingale, 
R. Halliwell

Advanced signaling processing 
technologies for intelligent hearing aids

H. Luo, H. Arndt Predicting transmitted levels and audible 
effects for meeting room speech security

J.S. Bradley, B.N. Gover

Wavelet packets-based speech 
enhancement for hearing aids application

J. Yang, S. Krishnan

A modal analysis of an Indian Gong P. G. Shravage, 
S.Parmeswaran, K. V.deSa

14:40-15:00 COFFEE BREAK
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15:00-16:20

PHYSIOLOGICAL AND BIOACOUSTICS ENGINEERING ACOUSTICS -  II

Recognizing individual wild Big brown 
bats (Eptesicus fiiscus) using their 
écholocation calls

E. van Stam Evaluation of pavement noise using statistical 
techniques

Y-T. F. Leung, P. VanDelden, S. 
Tighe, S. Penton

Characteristics of chimney swift in­
vocalizations

flight J. Bouchard Evaluating the accuracy of determining hourly 
road traffic noise levels using typical versus 
actual road traffic distributions

P. VanDelden, J. Wrobel, M. Li, 
C. Palis, S. Penton

Distress calls in Neotropical bats J. J. Nagel Validation of the STEAM rail traffic noise 
prediction model -  initial results

P. VanDelden, C. Palis, D. Chin- 
Quee, S. Penton

Measurement and modelling of the 
response of the cat

H. M. Ladak, W. R. J. Funnell, 
W. F. Decraemer, J. J. J. 
Dirckx

Environmental considerations for noise 
barriers

J. Tsang, C. Vatcher, S. Penton

17:00-18:30 CAA/ACA ANNUAL GENERAL MEETING

18:45-19:15 BANQUET RECEPTION/COCKTAILS

19:15 - CONFERERENCE BANQUET AND AWARDS CEREMONY (except STUDENT PRESENTATION AWARDS)

FRIDAY, OCTOBER 14 2005

08:00- 13:30 CONFERENCE REGISTRATION

09:00- 10:00 PLENARY SPEAKER & ROUNDTABLE DISCUSSION:

Tim Kelsall and Alberto Behar Topic: Activities in Canadian Acoustical Standards

10:00-10:20 COFFEE BREAK

10:20-12:00

SPEECH SCIENCES -II BIOMEDICAL ULTRASOUND - 1

Cross-linguistic influences on infant 
babbling

K. Mattock, S. Rvachew, 
L. Polka

Finite element modeling of acoustic wave 
scattering from fluid, rigid and elastic objects

O. Falou, M. C. Kolios

Relationship between measures of 
intelligibility and phonetic accuracy in 
children with and without cleft palate

C. L. Gotzke, M. M. Hodge First-order speckle statistics of ultrasound breast 
images synthesized from a computational anatomy 
model

Y-T. Shen, J. C. Lacefield
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Exploring the mathematical relationship 
between acoustic and visual speech for 
facial animation

M. Craig, P. van Lieshout, 
W. Wong

Development of prototype ultrasound phased array 
systems for hyperthermia and targeted drug 
delivery

D. A. Chorman, R. J. 
McGough

Perceptual correlates of compensation and 
adaptation to biteblock perturbation in 
people who stutter

A. K. Namasivayam, P. H. 
H. M. van Lieshout

Mode scanning for ultrasound phased arrays with 
six planes of symmetry

D. Chen, R. J. McGough

Acoustic and articulatory space before and 
after lateral tongue resections in oral 
cancer patients

O. Rastadmehr, T. 
Bressmann, C.-L. Heng, J. 
C. Irish

Computer modeling of a hybrid rf/us phased array 
system for hyperthermia cancer treatments in the 
intact breast

L. Wu, X. Zeng, R. J. 
McGough

12:00-13:00 LUNCH

13:00-14:20

SPEECH SCIENCES - III BIOMEDICAL ULTRASOUND - II

Effects of multi-talker background noise 
on the intensity of spoken sentences in 
Parkinson’s Disease

S. G. Adams, 
O.Haralabous, 
A.D.Dykstra, K.Abrams, 
M. Jog

The effect of packing order on ultrasound 
backscatter from cells at different volume fractions

R. E. Baddour

The impact of emotional prosody on 
nasalance scores

T. Bressmann, J. 
Sasisekaran

The Fast Nearfield Method Applied to 
Axisymmetric Radiators

J. F. Kelly, X. Zeng, R. J. 
McGough

Abnormal lingual protrusion and elevation 
in lingual dystonia: A hypothesis

A.D.Dykstra, S. G. Adams, 
M. Jog

Multi-planar angular spectrum approach applied to 
pressure field calculations of spherically focused 
pistons

X. Zeng, J. F. Kelly, R. J 
McGough

Reconstructing 3D tongue movement 
trajectories from multiplanar paced 
ultrasound scans

H. Flowers, T. Bressmann, 
B. Carmichael, C.-L. Heng

A time-space decomposition method for fast 
calculations of transient pressure fields generated 
by ultrasound phased arrays

J. F. Kelly, R. J McGough

Acoustic and psychophysical relationships 
and the classification of dysphonie voice

P. C. Doyle, T. L. Eadie

14:30 -  14:50 PRESENTATION OF STUDENT PAPER AWARDS
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1. i n t r o d u c t i o n

Estimating seabed geoacoustic parameters from 
ocean acoustic fields measured at an array o f sensors 
represents a challenging but important nonlinear inverse 
problem. In a Bayesian approach, the posterior probability 
density (PPD) o f the unknown geoacoustic model 
parameters is formulated in terms o f the data information 
(represented by an appropriate likelihood function) and 
independent prior information [1, 2]. PPD properties such 
maximum a posteriori (MAP) model estimates (i.e., the 
most probable parameters) and marginal probability 
distributions for each parameter can be computed 
numerically using global optimization [3] and Markov- 
chain Monte Carlo integration methods [1, 2], respectively.

The likelihood function represents the conditional data 
uncertainty distribution interpreted as a function of the 
model parameters for the (fixed) measured data. Hence, 
specifying data uncertainties is an important component of 
Bayesian inversion. Data uncertainties must include both 
measurement error (e.g., errors due to instrumentation and 
ambient noise) and theory errors (due to the simplified 
seabed parameterization and idealized treatment o f the 
forward problem). Theory errors, in particular, are difficult 
to estimate independently, and in most cases physically 
reasonable assumptions are required about the form o f the 
uncertainty distribution. To date, data errors have been 
assumed to be Gaussian distributed and spatially 
uncorrelated (i.e., represented by a diagonal covariance 
matrix). However, the assumption o f uncorrelated errors is 
often not valid due to theory errors. Neglecting significant 
error correlations represents the data as more informative 
than they actually are, and leads to under-estimating 
parameter uncertainties. In this paper, data-error correlations 
are estimated to form a full covariance matrix which is 
explicitly incorporated into the inversion procedure.

2. THEORY

Matched-field geoacoustic inversion is based on 
estimating a model m of seabed geoacoustic parameters by 
matching complex (frequency-domain) acoustic pressure 
fields d f measured at an N-sensor array at f= 1 ,F

frequencies. Assuming the data errors are complex Gaussian 
distributed random variables uncorrelated from frequency to 
frequency but spatially correlated with covariance matrix Cf 
at the f-th  frequency, the likelihood function is given by

F 1
L(m) «  —-exp[-rf  (m )T C -  r f  (m)], (1)

f=11 c f 1

where rf  (m) = d f  -  d f  (m) are data residuals (difference

between measured and modelled data) and T represents 
conjugate transpose. The MAP model m is computed by 
minimizing a mismatch function consisting o f the negative 
log-likelihood plus a term representing prior information.

Under the usual assumption o f spatially uncorrelated errors,

the covariance matrix is diagonal, C f  = a f  I. In this case,

the MAP estimate for the standard deviation is

a f  =| rf (in) |2 / N . However, if  significant error

correlations exist, the diagonal approximation is inadequate. 
Assuming the data residuals represent an ergodic random 
process, a non-parametric estimate o f the full covariance 
matrix is given by

C j =  Y[rk( m ) - r (m)]* [rk+|i-j|( m ) - r (in)]/ N, (2)
k=1

where r represents the residual mean and the subscript f  is 
suppressed for clarity. Covariance elements that are located 
far off the main diagonal represent error correlations 
between widely spaced data points. These are expected to be 
small and are often poorly estimated due to the small 
number o f samples in the average. Hence, it is generally 
beneficial to damp off-diagonal terms, e.g., by applying a 
cosine damping function. Since the MAP model is required 
to estimate the covariance but the covariance is itself 
required to estimate the MAP model (in the log-likelihood 
function), the above procedure must be applied iteratively.

The validity o f the covariance estimate can be examined a 
posteriori by considering standardized residuals

w f (in) = [C -1/2]T rf (in), (3)

where C-12 represents the inverse o f the Cholesky 

decomposition (square root) o f the covariance matrix. If  the 
covariance estimate is valid, w f  should represent an

uncorrelated random process: this can be examined 
qualitatively by plotting the autocorrelation o f w f , with a
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narrow central peak indicating uncorrelated residuals. 
Quantitative statistical tests can also be applied to the 
standardized residuals (e.g., one-tailed runs test).

Finally, matched-field methods are typically employed 
without knowledge of the (complex) source spectrum. In 
this case, a maximum-likelihood estimate for the source 
strength can be derived [1, 2], leading to the substitution

d f (m) d f

d f(m) ^  !.. m 2 d f (m) (4)7 | d f (m) |2 f

in the above equations.

3. INVERSION EXAMPLE

Bayesian geoacoustic inversion with full- 
covariance estimation is illustrated here for ocean acoustic 
data measured in the Mediterranean Sea off the west coast 
o f Italy near Elba Island [3]. Linear frequency-modulated 
signals (300-800 Hz) were transmitted from a ship-towed 
source at approximately 10-m depth and recorded at a 48- 
element vertical line array that extended from 26-120 m 
depth in water 132-m deep. The inversion here is for a 
source transmission at a range of approximately 4 km. The 
seabed was parameterized as a two-layer model with an 
upper sediment layer o f thickness h and sound speed c1; 
density p 1 and attenuation a 1 overlaying a semi-infinite 
basement with parameters c 2, p 2 and a2. Small corrections to 
the source range and depth and water depth were also 
included in the inversion, but are not discussed here.

Fig. 1 shows examples o f the (complex) covariance matrices 
estimated from the acoustic data, and indicates that the 
spatial correlation scale decreases with frequency. Fig. 2 
shows marginal PPDs for the geoacoustic parameters 
computed using both full covariance-matrix estimates and 
variance-only estimates. The uncertainty distributions based 
on variance-only estimates are overly optimistic for all 
geoacoustic parameters compared to the full-covariance

40 60 80 100 120
Depth (m)

40 60 80 1 00 120
Depth (m)

Cov Esi 

Var Est

Cov Est 

Var Est

8 10 12 
h (m)

/ A V
1480 1490 1500 1510 1.2 1.4 1.6 

c, (m /s ) p, (g /c m 5)
0.0 0.1 0.2 

a ,  (d B /A )

Cov Est 

Var Est A
1522 1526 1530 1534 1.5 1.7 1.9 2.1 0.0 0.2 0.4 0.6 

c2 ( m / s )  p 2 ( g / c m ’ ) a 2 (d B /A )

Fig. 2. Marginal probability distributions for geoacoustic 
parameters computed using full covariance matrix estimates (Cov 
Est) and variance-only estimates (Var Est).

estimates, in some cases indicating unrealistic parameter 
sensitivity (e.g., a 1, a2, p 2). Finally, Fig. 3 shows that 
incorporating full covariance matrices in the inversion leads 
to essentially uncorrelated standardized residuals, indicating 
that the error correlations have been accounted for correctly 
in the inversion.

REFERENCES
[1] S.E. Dosso (2002). Quantifying uncertainty in geoacoustic 

inversion, I: A fast Gibbs sampler approach. J. Acoust. Soc. Am, 
111, 129-142.
[2] S.E. Dosso and P.L. Nielsen (2002). Quantifying uncertainty in 
geoacoustic inversion, II: Application to broadband shallow-water 
data. J. Acoust. Soc. Am, 111, 143-159.
[3] S.E. Dosso, M.J. Wilmut and A.-L.S. Lapinski (2001). An 
adaptive hybrid algorithm for geoacoustic inversion. IEEE J. 
Oceanic Eng., 26, 324-336.

Fig. 1. Covariance matrices at 300 and 800 Hz (real part on left, 
imaginary part on right), normalized by amplitude of real part.

Fig.3. Autocorrelation of standardized residuals (real part) for 
variance only estimates (left) and full covariance estimates (right).
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1. in t r o d u c t io n

Advanced array processing methods in underwater 
acoustics require knowledge of the locations of individual 
elements in a sensor array. However, sufficiently accurate 
sensor locations are often not known after array deployment, 
and array element localization (AEL) surveys are required. 
AEL is based on inverting acoustic arrival-time 
measurements from a series of controlled sources to the 
sensors to be localized [1, 2]. AEL is usually based on direct 
acoustic paths, but can also include surface and/or seabed 
reflected paths to provide more information. Synchronized 
AEL surveys, in which the source transmission times are 
known, are more complicated logistically than non­
synchronized surveys, but provide more informative data. 
AEL accuracy also depends on a number of other factors 
including arrival time uncertainty, number of sources, 
source configuration, source-position uncertainties, and 
water-column sound-speed and depth uncertainties.

This paper quantifies sensor-localization accuracy in terms 
of an analytic result for the posterior uncertainties of a 
Bayeisan formulation of AEL inversion which takes all of 
the above factors into account. This provides a rigorous and 
general measure of the accuracy that can be achieved in 
AEL applications without resorting to computationally- 
intensive Monte Carlo simulations. The approach can be 
applied to study the relative importance of the various 
factors influencing AEL accuracy, and to guide in planning 
efficient and effective AEL surveys.

2. t h e o r y

2.1 Inverse Theory

Let d and m be vectors of measured data and unknown 
model parameters, respectively, with the elements of each 
considered to be random variables. According to Bayes’ 
rule, the posterior probability density (PPD) P(m|d) is then 
proportional to the product of the likelihood function 
(quantifying data information) and the prior probability 
distribution (expressing independent model information). 
Assuming that the errors (uncertainties) for the measured 
data and prior parameter estimates m are Gaussian- 
distributed random variables with covariance matrices Cd 
and Cm (typically diagonal matrices with variances on the 
main diagonal), the PPD may be expressed

P(m | d) «  exp{-[(d -  d(m))T Cd1(d -  d(m)) +

(m -  m)T C^1 (m -  m)] /2 }„ (1)

where d(m) represents data predicted for model m. For a 
linear problem with d(m) = Am, the maximum a posteriori 
(MAP) solution (i.e., the most probable parameter set) is 
found by setting the PPD derivative to zero, leading to

m = [At Cd1A + Cm1]-1 A TC-1[d -  Ain]. ( 2 )

Further, the PPD is a multi-dimensional Gaussian 
distribution with expected values given by the MAP 
parameters and posterior covariance matrix

Cm = [A t C -1 a  + C ^ ] -1 ( 3 )

In particular, the standard deviation for parameter is 
given by the square-root of the ith diagonal element of Cm.

2.2 AEL Inversion

A general formulation of AEL inversion includes 
as unknown parameters not only the positions (x, y, z) of the 
sensors to be localized, but also source locations and water- 
column parameters to properly account for the effect of 
uncertainties in these quantities. Source transmission 
instants can be treated as either unknown, known, or known 
to within a common timing offset to account for system 
synchronization error. Treating the above quantities as 
unknown parameters leads to an under-determined inverse 
problem. However, incorporating prior estimates with 
uncertainties, as outlined above, regularizes the inversion 
and provides a stable, well-determined solution and 
quantitative posterior uncertainty estimates. AEL is based 
on inverting the acoustic ray-tracing equations

t  =  1 — 7 ^ ^ 7 7 ^  ( 4 )
raypath c (  z ) [ 1  -  p  C (  z  ) ]

-  J

PC( z)dz

ray path [1  -  P 2 c  2 (  Z  )]>

( 5 )

In Eq. (5), the arrival time data t are equal to the 
transmission time t0 plus the travel time along the ray path 
through sound-speed profile c(z) (possibly including surface
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and/or bottom reflections). Ray parameters p  = cos d(z)lc(z) 
(0 is grazing angle) for eigenrays connecting source and 
receiver are determined by searching for values which 
produce the correct range r via Eq. (6). An efficient search 
uses Newton’s method to refine an initial approximation 
based on straight-line propagation, with boundary 
reflections incorporated using the method of images [1].

The ray equations are functionally nonlinear, but can be 
linearized using a truncated Taylor-series expansion about 
an arbitrary starting model m0, leading to a MAP estimate

m = [J r C-1 J + C m V  J r Cd1[t -  t(m 0) + J(m 0 -  in)], (6)

X (m)

where J  is the Jacobian matrix of partial derivatives with 
elements J  =Qti (m0 ) /  dmk. Due to the linearization, the 

inversion must be repeated iteratively to convergence [1, 2]. 
Parameter uncertainties are given by Eq. (4) with J  
(evaluated at the final model) substituted for A and t for d. 
The required integrals and derivatives can be derived 
analytically for a piecewise-linear sound-speed profile [1].

1440 1470 1500 0 
Sound Speed (m/s)

200 400 600 
Range (m)

3. AEL EXAMPLE

As a synthetic AEL example, Fig. 1(a) shows a 
plan view of a 30-element horizontal sensor array (at 75-m 
depth) together with 8 acoustic sources (30-m depth). Fig. 
1(b) shows the sound-speed profile, and Fig. 1(c) shows ray 
paths with up to one bottom reflection for the maximum 
range of 800 m. In this example, arrival time uncertainties 
are 0.5 ms and prior information consists of source locations 
known to within 10 m in x and y  and 5 m in z, and sensor 
locations known to within 50 m in x and y  and 10 m in z.

Fig. 2 shows that posterior sensor-location uncertainties for 
direct-path AEL inversion are smaller by up to ~1.5 m for 
known source-transmission timing over unknown timing. 
Results for timing known to within a constant offset are 
similar to known timing. The unknown timing results 
degrade (relative to known timing) for cases involving 
fewer sources or inferior source geometries (not shown).

Fnally, Fig. 3 shows mean sensor-location uncertainties 
computed using different acoustic arrivals (d—direct, 
s—surface-reflected, b—bottom-reflected, all—all paths in 
Fig. 1c) and various water-depth uncertainties. Sensor depth 
is improved most by including reflected arrivals (since these 
have different vertical angles but follow the same x-y paths 
as direct arrivals); however, the benefits of bottom-reflected 
paths diminish with increasing water-depth uncertainty.

REFERENCES
[1] S.E. Dosso & N.E. Collison (2001). Regularized inversion for 

towed-array shape estimation. Inverse Problems in Underwater 
Acoustics, Eds: M.I. Taroudakis & G.N. Makrakis (Springer- 
Verlag, New York), 77-103.
[2] S.E. Dosso, N.E. Collison, G.J. Heard & R.I. Verrall (2004). 
Experimental validation of regularized array element localization. 
J. Acoust. Soc. Am, 115, 2129-2137.

Fig. 1. AEL example: (a) plan view of array (solid line) compared 
to straight (dotted) line and source positions (crosses); (b) sound- 
speed profile; and (c) ray paths with up to one bottom reflection.

?  8 
% b
I  4

i  2
=> 0

s 8 
X. a
§ 4 -
S 2 

5 o 

?  8 
Ï  6 
1 4 - 
8 2 
5 0

0 100 200 300 400 500 600
X (m)

Fig. 2. Posterior sensor-location uncertainties in x, y, z and 
R=[x2+y2+z2]1/2 (solid, dotted, dashed and heavy solid lines, 
respectively) when transmission times are (a) unknown, (b) known, 
and (c) known to within a common offset.

Fig. 3. Mean sensor-location uncertainties in x, y, z  and R (solid, 
dotted, dashed and heavy solid lines, respectively) for indicated ray 
paths when the water-depth uncertainty is 1, 2 and 5 m in (a), (b) 
and (c), respectively.
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1. i n t r o d u c t i o n

In the manufacturing of pharmaceutical tablets, one 
of the steps is the granulation of the excipient, binder and 
active drug. Often, a two-step process is required to 
accomplish this. First, agglomeration is performed in a 
high-shear mixer. Second, the wet granules are dried. The 
result is a dry mixture with a larger size distribution and 
better flowability than the starting materials. Fluidized-bed 
drying is often the drying method of choice due to its rapid 
mixing and uniform temperature distribution. The particles 
are suspended in warm up-flowing air, maximizing the 
exposed solid surface area. Care must be taken to avoid 
over-drying, which may cause the granules to become 
brittle, and cause product loss due to attrition.

Typically, fluidized-bed drying is monitored by removing 
samples from the bed at certain time intervals and 
measuring the moisture content of the samples. Sampling is 
often inaccurate due to the difficulties in collecting 
representative samples. Also, the moisture analysis is 
performed off-line, and takes several minutes to complete. 
Another technique is to monitor the temperature of the bed 
or of the air at the outlet. While the surfaces of the granules 
remain moist, the temperature of the granules will not 
exceed the wet bulb temperature of the drying gas. When 
the surface of the granule becomes dry, the granule 
temperature will approach the dry bulb temperature of the 
gas. This increase in bed temperature is commonly used to 
detect the drying end-point. Monitoring temperature only 
provides information about the moisture content of the 
granules. Often, attrition becomes a problem well before 
the desired moisture content is reached. This cannot be 
detected by monitoring temperature alone.

Acoustic monitoring has been shown to be a useful 
monitoring tool in high-shear wet granulation (Daniher et al, 
2005), pneumatic transport (Albion et al., 2005) and rotary 
drying (Smith, 2004). The application to fluidized-bed 
drying monitoring is based on the fact that the sound 
produced by the collisions of dry granules is different from 
sound produced by the collisions of moist granules. These 
collisions are dependant on the quality of the fluidization 
hydrodynamics. The sounds from a well fluidized bed will 
differ from that of a non-fluidized bed. If these sounds can

be recorded and transformed into a useful voltage signal, it 
may provide a non-intrusive, passive method of monitoring 
the drying process. This objective of this research is to 
show the potential of acoustics for monitoring the drying of 
pharmaceutical granules.

2. METHOD

The fluidized-bed drying apparatus was a conical 
column with the dimensions given in Fig. 1. The distributor 
was stainless steel 100 ^m mesh. Four air outlets were 
located on the top of the column. These outlets were fitted 
with filter cloth to prevent dust from escaping. A port fitted 
with a sampling thief was located at the base of the stainless 
steel column. Sound data was obtained using two PCB 
Piezotronics model 130D10 electret microphones and 
130P10 preamplifiers. The positions of the sensors on the 
granulator equipment are indicated in Fig. 1. Microphone 1 
was attached flush to the exterior of column. Microphone 2 
was centered in one of the air outlets, on the exterior of the 
filter cloth. The data from both sensors was acquired using 
a 16-bit National Instruments DAQCard-6036E. The 
samples were recorded at a sampling rate of 40,000 Hz.

Fig. 1. The fluidized-bed dryer dimensions in meters.
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Fig. 2. Moisture content of granule samples taken during the 
drying process.

Placebo granules consisting of lactose monohydrate (87wt% 
dry basis), corn starch (10wt%) and polyvinylpyrrolidone 
(3wt%) were granulated with 18wt% de-ionized water. 2.1 
kg of wet granules were dried in the fluidized bed dryer over 
100 minutes. The inlet air temperature was 21 oC and the 
superficial air velocities at the distributor were 0.6, 0.9 and 
1.5 m/s. Samples were taken every 5 minutes and analyzed 
for moisture content using a Mettler Toledo HG63 halogen 
moisture analyzer. The microphone signals were recorded 
for the entire drying process and analyzed offline in 10 
second segments.

3. RESULTS

Fig. 2 is a plot of granule moisture content as a 
function of time during the drying process. The change in 
superficial air velocity between 0.6 and 0.9 m/s did not 
affect the drying profile. There was an increase in the 
drying rate at 1.5 m/s. The profile of the mean frequency of 
the microphone 1 signal (Fig. 3) showed a peak occuring at 
about 40 minutes for air velocities from 0.6 to 0.9 m/s
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Fig. 3. Mean frequency of the microphone 1 signal (base of cone).

and 20 minutes for 1.5 m/s. These times approximately 
corresponded to a bed moisture content of 3 to 4% . The 
mean frequency of the microphone 2 signal (Fig. 4) showed 
a sharp decrease occuring at approximately the same times.

4. CONCLUSIONS

The mean frequency profiles detect the 3 to 4% moisture 
range rather than the equilibrium moisture content of 1.5%. 
This indicates that rather than moisture content, the signal 
may be monitoring a range of other factors such as granule 
hardness or size distribution. As the granules approach 3 to 
4% moisture, attrition may become significant. The 
resulting increase in fines would build up on the surface of 
the filter cloth and could cause the sudden drop in mean 
frequency. Since the detection of the onset of attrition 
cannot be detected by monitoring temperature, having a 
method to do this is advantageous. Acoustic monitoring is 
non-intrusive, in-expensive, and requires no modification to 
existing fluidized-bed drying equipment if a microphone is 
located externally.
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1. i n t r o d u c t i o n

Gas-solid fluidized beds can be used for physical 
processes such as mixing, drying and granulation. Fine 
powders, however, are difficult to fluidize well with gas 
flow. Vibration can be used to improve the fluidization.

The objective of this research was to develop a non-invasive 
acoustic method to detect fluidization regimes and measure 
mixing and drying in a vibrated fluidized bed.

1.1 Fluidization

At low gas velocities, the bed of powder is fixed. As 
the gas velocity is increased above the minimum 
fluidization velocity (Umf), the bed becomes fluidized. 
Increasing the gas velocity further, past the minimum 
bubbling velocity (Umb) the bed becomes well mixed due to 
the action of the bubbles. Applied vibration reduces the 
required gas velocity for fluidization and bubbling. Pressure 
profiles and bed height methods for determining Umf and 
Umb are not practical for industrial applications.

The fluidizing gas dries the wet particles as it flows through 
the bed. For drying, the bed must be operated above Umb to 
provide the agitation, mixing and good heat transfer 
required for effective drying. Monitoring is required to 
ensure that the solids reach the appropriate moisture.

1.2 Acoustics

Acoustic sensors are inexpensive, can withstand a wide 
range of process conditions, and can provide reliable, fast, 
on-line and non-intrusive monitoring. Passive acoustics 
detect the sound generated by the process itself. In vibrated 
fluidized beds, acoustic emissions are caused by particles 
colliding with each other, the bed walls, the motion and 
eruption of bubbles and the vibration source [1].

1.3 Signal Analysis

The standard deviation measures the dispersion of the 
values within a given signal. The information entropy of a 
signal is a measure of the randomness. The power spectrum 
decomposes a signal into frequency bands that allow 
dominant frequencies to be identified.

2. METHOD

A Plexiglas fluidized bed (I.D. of 0.113 m and height of 
0.274 m) was mounted on a vibration source and vibrated at 
60 Hz with variable amplitudes. The powder was ceramic 
microspheres of 33 ^m. This powder was non-porous and 
analogous to glass beads. A microphone was attached in the 
baghouse at the top of the column directed down towards 
the bed. Each acoustic measurement was recorded at a 
frequency of 40000 Hz.

To determine the minimum bubbling velocity and the 
minimum fluidization velocity, the bed was initially very 
well fluidized. Acoustic emissions were recorded, the gas 
velocity was incrementally lowered, the bed was allowed to 
reach steady state, and measurements repeated. 
Measurements were recorded at vibration amplitudes of 0, 
0.01, 0.026 and 0.05 mm.

To evaluate drying, solids were removed from the bed, 
water was mixed in with the solids and then the particles 
were replaced and the bed was re-fluidized. Measurements 
were recorded at gas velocities of 0.008 and 0.010 m/s and 
vibration amplitudes of 0 and 0.05 mm.

3. r e s u l t s  & d i s c u s s i o n

As shown in Figure 1, the standard deviation of the 
acoustic emissions for the vibrated bed identified both the 
minimum fluidization and the minimum bubbling velocities. 
The standard deviation indicates the amplitude of the 
acoustic emissions. Below Umf, the bed was fixed: the 
acoustic emissions were low as there was no particle 
movement and the bed did not easily transmit emissions 
from the vibration source. The standard deviation of the 
acoustic emissions increased significantly above Umf due to 
particle movement and the fluid properties of the bed 
allowing better transmission of emissions from the vibration 
source. Above Umb, the standard deviation again increased 
due to the emissions from bubble motion and eruption at the 
bed surface and the decreased bed density for emission 
transmission. The power at the 60 Hz frequency of the 
vibration source showed similar profiles and the standard 
deviation was much lower in the non-vibrated bed 
indicating that observed variations in acoustic emissions are
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primarily due to the changes in transmission properties of moistures of a few tens of ppms. Very few on-line methods 
the bed as it changes fluidization regime. can achieve such sensitivity.

Gas Velocity (m/s)

Fig. 1. Standard deviation of acoustic emissions at a vibration 
amplitude of 0.026 mm.
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Fig. 2. Evolution of the information entropy of the acoustic 
emissions as the bed dries.

Time (s)

Fig. 3. Evolution of the standard deviation of the acoustic 
emissions as the bed dries.

4. CONCLUSIONS

A non-invasive acoustic method was developed to 
identify fluidization regimes and to monitor drying within a 
vibrated fluidized bed.

The minimum fluidization and bubbling velocities can 
be reliably determined from the standard deviation of a 
microphone signal.

The drying of fluidized solids can be monitored by 
using either the information entropy or the standard 
deviation of a microphone signal. This acoustic method can 
detect moistures of a few tens of ppms.

Figure 2 shows that the drying process can be 
monitored with the acoustic signals. It shows how the 
information entropy of the microphone signal decreased 
gradually as drying progressed. At a superficial gas velocity 
of 0.010 m/s, the information entropy reached an asymptotic 
value at a time of about 6000 s (100 minutes). Drying at a 
superficial gas velocity of 0.08 m/s was not as effective, 
since the information entropy had not yet reached its 
asymptotic value after 7000 s of drying.

Figure 3 shows that similar results can be obtained from 
the standard deviation of the acoustic signals. The 
information entropy, however, seems more sensitive to low 
moistures.

Since the initial moisture was 100 ppm, the non- 
invasive acoustic signals therefore allow for the detection of
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1. INTRODUCTION

Pneumatic transport is used to convey solids in many 
industrial plants. Changes in particle properties or operating 
conditions may cause particles to settle out and deposit on 
the bottom of horizontal sections of the transport line. Such 
deposits result in unsteady solids flow, pressure surges and 
eventually, blockage of the line. Early detection of deposits 
would allow for quick corrective action.

The objective of this paper is to present an early detection 
method for solids deposits at the bottom of the transport line 
using only non-invasive sensors. External microphones 
were selected as non-invasive sensors and their signals were 
processed with advanced filters and signal analysis methods.

1.1 Pneumatic Transport and Flow Regimes

In dilute phase horizontal pneumatic transport, 
particles do not move forward in a straight line, parallel with 
the pipe wall. Gravity pulls the particles toward the bottom 
of the pipe, but are ideally kept in suspension by turbulent 
gas eddies. As the gas flowrate is reduced or the solids 
flowrate increased, particles eventually deposit on the 
bottom of the pipe [1].

Flow patterns in horizontal transport vary depending on the 
solids concentration and superficial gas velocity. Different 
flow regimes occur at different transport conditions. At 
high superficial gas velocities and low solids fluxes, there is 
fully suspended dilute phase flow; increasing the solids flux 
or decreasing the superficial gas velocity results in dilute 
phase flow with a higher concentration of solids transported 
along the bottom of the pipe, and later as solids deposits as 
dunes or a stationary bed [2].

Flow patterns in an inclined line are similar. At high gas 
velocities and low solids fluxes, there is dilute phase flow. 
Increasing the solids flux or decreasing the superficial gas 
velocity eventually results in solids deposition on the 
bottom of the pipe [3].

1.2 Acoustics

Acoustic sensors are inexpensive and can 
withstand a wide range of process conditions. They can 
provide reliable, on-line and non-intrusive monitoring.

Passive acoustics detect the acoustic emissions generated by 
the process. In processes involving the movement of solid 
particles, acoustic emissions are caused by particles 
colliding with each other, vessel walls or other objects [4].

1.3 Signal Analysis -  Wavelet Residual and V Statistic

The wavelet residual is a method used for detecting 
outliers in the signal [5]. Wavelets can be used to denoise 
signals while preserving sharp, rapid variations in the signal. 
However, in the present work the rejected “noise” actually 
contains valuable information about the process. The V 
Statistic is used to detect cyclic, non-periodic behaviour.

2. METHOD

The pneumatic transport loop consisted of a 0.1 m 
inside diameter, stainless steel pipe. The gas-solids mixture 
flows through a 5.3 m vertical transport line, a 5.5 m 
horizontal pipeline or 5 m inclined pipeline, with a return 
line into a cyclone. Each acoustic measurement was 
recorded at a frequency of 40 000 Hz. Acoustic sensors 
were located on the bottom or side of the pipe, at 
measurement locations of 0.05, 0.20, 0.35, 0.90, 1.05, 1.20, 
1.35, 1.50, and 1.65 m from the elbow in the horizontal line 
for glass beads or PVC powder, or at 0.50, 1.05. 2.50 and
3.3 m from the elbow in the inclined line for polyethylene 
pellets. An acrylic section of pipe in each section allowed 
for visual observations of the flow regimes. The flow 
regimes could easily be determined from high speed video 
files.

3. RESULTS & DISCUSSION

The V Statistic at 0.000425 s was calculated from the 
wavelet residual signal. At this subperiod length, there was 
a significant difference in the V Statistic which allowed for 
regime identification. Three flow regimes were identified: 
conveying over settled solids, dilute phase conveying and a 
transition region between the phases. Figure 1 shows that 
the narrow transition region could be detected from acoustic 
signals. This transition region occurred at 164 ± 4 s-05.

This method was applied to PVC powder in the same 
system, and resulted in a similar transition region of 169.5 ±
5.5 s-0.5.
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Fig. 1. V Statistic values for glass beads using wavelet residual 
of acoustic signals for all distances from the elbow, identifying 
two main flow regimes and narrow transition region.

Figure 2 is a flow regime map that was developed from the 
acoustic signals using the criteria shown in Figure 1. Each 
curve on the map represents the average value of the 
transition region, as it occurs relative to all solids fluxes and 
superficial gas velocities, and corresponds to a given 
distance from the elbow. The area located above each line 
represents the conveying with settled solids flow regime, 
whereas the area located below each curve represents dilute 
phase conveying. At 0.05 m from the elbow, the settled 
solids regime predominated. At distances further from the
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Fig. 2. Flow regime map for glass beads at various distances 
from the elbow.

elbow, 0.35 m and 0.90 m, the position of the line changed, 
and there were more conditions where dilute phase flow 
occurred. The majority of dilute phase flow occurred at 
0.90 m and 1.20 m, where the shapes of the curves were 
nearly identical. Further from the elbow, at 1.50 m, there 
was less dilute phase flow, and the shape of the curve was 
similar to the curves closer to the elbow. This variation in 
the flows indicated where dunes existed rather than 
locations of a stationary bed. At 0.90 m and 1.20 m, there 
were breaks in the stationary bed, forming distinct dunes, 
existing at these locations and conditions, whereas at 
locations further from the elbow, a settled bed was detected.

This flow regime method was applied to an inclined line 
transporting polyethylene pellets. Figure 3 shows the V 
Statistic values for the wavelet residual acoustic signal at 
0.000425 s. Two regimes were identified, conveying over 
settled solids and dilute phase flow. There was no 
detectable transition region: minute changes in either gas

Distance from Elbow (m)

Fig. 3. V Statistic values for polyethylene pellets from the 
wavelet residual acoustic signal for all distances from the 
elbow, identifying the two flow regimes.

velocity or solids flowrate were sufficient to switch from 
one regime to another. The boundary between the two 
regimes occurred at 73 s-05.

4. CONCLUSIONS

Flow regimes in pneumatic transport can be detected by 
applying a wavelet filter to the raw acoustic signal and 
calculating the V Statistic at 0.000425 s on the residual 
signal.

There was a narrow transition region between the dilute 
phase regime and conveying with settled solids regime for 
horizontal transport of glass beads and PVC powders. 
There was a sharp boundary between the two flow regimes 
for inclined transport of polyethylene pellets.

This acoustic monitoring method is useful for process 
control. It allows for easy, rapid and non-intrusive on-line 
monitoring of flow regimes in pneumatic transport lines. It 
can help maintain the pneumatic transport line at conditions 
that maximize product quality and system efficiency.
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1. INTRODUCTION

Pharmaceutical tablets are a popular form of drug 
delivery due to their convenient and safe means of drug 
administration, ease of handling, and mass production using 
quality-controlled procedures for consistent high quality. In 
pneumatic conveying, the size distribution and appearance 
of tablets can change significantly and the product may no 
longer meet the required product specifications. Tablets 
must meet stringent specifications and broken tablets cannot 
be passed on to the consumer.

The objective of this research was to develop a detection 
method for particle breakage in a pneumatic transport line. 
External microphones were selected as the non-invasive 
sensors and their signals were analyzed with advanced 
methods.

1.1 Pneumatic Transport and Particle Breakage

Parameters which influence particle breakage and 
chipping in pneumatic conveying include air velocity, solids 
loading ratio, bend configuration and particle properties [1]. 
Particles may undergo different attrition mechanisms, such 
as erosion, which produces dust with a slight change in the 
original particle size, chipping, or breakage of the particle 
into two or more particles of nearly identical sizes [2]. 
Literature suggests that there exists a threshold velocity, 
below which particle breakage does not occur [3]. 
Therefore, to avoid particle breakage it is essential that the 
velocity remain below this critical value.

1.2 Acoustics

Acoustic sensors are inexpensive and can 
withstand a wide range of process conditions. They provide 
reliable, on-line and non-intrusive monitoring. Passive 
acoustics detect the acoustic emissions generated by the 
process itself. In processes involving the movement of solid 
particles, acoustic emissions are caused by particles 
colliding with each other, vessel walls or other objects [4].

1.3 Signal Analysis -  Kurtosis and Multiple Regression

Kurtosis is used to describe a distribution, and is a 
measure of the relative peakedness of the distribution. It

can thus be used to detect peaks in a signal. Multiple 
regression is used to determine the relationship between 
independent variables and a dependent variable, and 
identifies the main contributing variables that predict this 
relationship based on a linear or power law fit.

2. METHOD

Two different pneumatic transport systems were 
examined in this study. For most of the experiments, the 
pneumatic transport loop consisted of a 0.1 m inside 
diameter, PVC re-enforced hose and, for some experiments, 
this hose was replaced with a 0.1 m inside diameter steel 
pipe. The gas-tablet mixture flows through a 5.0 m vertical 
upward transport line, a 4.0 m horizontal pipeline and a 
downward inclined line to a padded collection container. 
Three different elbow configurations were used: long radius 
PVC hose, 90o steel elbow and 90o steel elbow lined with a 
thin foam pad. Three superficial gas velocities were 
examined: 15, 17 and 19 m/s as well as four tablet feedrates 
of 15, 60, 105 and 185 tablets/s. Acoustic sensors were 
located on the side of the pipe, at measurement locations of 
2.30 and 3.20 m in the vertical section from the first elbow, 
on the elbow at the top of the vertical section and at 1.80 
and 2.20 m in the horizontal section from the elbow. Each 
acoustic measurement was recorded at a frequency of 
40 000 Hz. A notch filter was used to filter out 60 Hz 
electrical noise before analysis.

3. RESULTS & DISCUSSION

Figure 1 shows peaks existed in the raw signal, 
which corresponded to collisions between tablets and 
between tablets and the pipe wall. Kurtosis of the signal 
was calculated; the amplitude of peaks in the raw signal 
corresponded to the magnitude of the peaks of kurtosis. The 
number of peaks in the signal was calculated based on the 
number of peaks above a set threshold value. This indicated 
the number of collisions occurring during the transport 
through the system.

In industrial applications, a high breakage rate of tablets is 
unacceptable. In this study, an acceptable proportion of 
broken tablets was chosen to be 0.3%. A breakage index of 
1 was assigned to trials with acceptable proportions of
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broken tablets and an index of 2 for trials with unacceptable 
proportions. The proportion of broken tablets was 
determined by collecting all the conveyed tablets and 
sorting them manually.

Fig. 1. Raw acoustic signal and kurtosis of signal at 2.2 m in 
horizontal line

Multiple regression was used to correlate the observed 
breakage index to the collision rate determined from the 
microphone signals. Figure 2 shows that there is a perfect 
agreement between the observed breakage index and the 
index obtained with the signals from the elbow and the 
location 1.8 m downstream of the elbow in the horizontal 
line. Microphone signals can, therefore, be used to monitor 
the breakage rate.

Fig. 2. Using acoustic signals to determine whether the 
proportion of broken tablets is acceptable (1) or unacceptable (2).

PVC hose and steel pipe were investigated to determine the 
effect of pipe material on tablet breakage. It was 
determined that the breakage rate in the steel pipe was less 
than in the PVC hose at high superficial gas velocities and 
tablet feedrates. Further investigations into elbow material 
and shape led to the conclusion that the higher breakage rate 
in the PVC hose was not due to its wall material but to the 
long radius of the elbow which caused the particles to 
significantly decelerate and affected the hydrodynamics of 
the horizontal section.

A boundary map which defines acceptable operating 
conditions was developed. Figure 3 shows that a maximum

acceptable tablet feedrate of 220 tablet/s could be achieved 
with a conveying gas velocity of approximately 15.25 m/s in 
the steel pipe. With the PVC hose, the maximum acceptable 
tablet feedrate was lower at 160 tablet/s at a superficial gas 
velocity of 14.75 m/s.

Fig. 3. Boundary conditions of acceptable and unacceptable 
tablet breakage based on transport conditions in steel pipe.

4. CONCLUSIONS

Unacceptable breakage rates of acetaminophen 
tablets in pneumatic transport could be detected with non- 
invasive microphones located at the elbow and horizontal 
sections of the pneumatic transport line.

A boundary map was developed to determine operating 
conditions. There was an optimum conveying gas velocity 
at which the tablet throughput could be maximized with 
acceptable breakage rates, and where tablet conveying 
cannot occur due to choking in the vertical section of pipe.

A steel pipe provided much lower breakage rates than a 
reinforced PVC hose at high superficial gas velocities and 
tablet feedrates. The gradual elbow associated with the 
PVC hose induced hydrodynamic conditions in the 
downstream horizontal section that promoted tablet 
breakage.
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1. Introduction

1.1 Single Bubble Sonoluminescence

When bubbles in a fluid are exposed to high 
frequency sound pressure, they emit light. This 
phenomenon is called sonoluminescence. Single bubble 
sonoluminescence is the study of a single light-emitting 
bubble.

To generate SBSL, a sinusoidal ultrasound signal is applied 
to a water-filled flask with a standing wave formation. 
Bjerknes force drives a small gas bubble (ambient radius of 
the bubble is around 5 ^m [1]) towards a pressure antinode 
[2]. This force arises due to a pressure gradient across the 
bubble. Reacting to the pressure variations of the acoustic 
transducer, the bubble undergoes nonlinear radial 
oscillations. During the negative phase of the pressure 
swing, the bubble expands to a maximum radius of about 45 
^m [1]. Next, during the positive phase, the bubble 
compresses, undergoing a violent supersonic collapse with 
bubble wall velocity in excess of 1.4 km/s [3]. This 
implosion is so rapid that almost no heat is able to escape 
the bubble. Pressure of about 1000 atm and temperatures 
greater then 1000 K [1] are formed inside the bubble, and 
the result is an emission of light.

2. Experiment

The experimental setup includes a rectangular cell 
with dimensions 2 1/4” x 2 1/4” x 5”. An oscillating 
voltage is applied across a piezoelectric ceramic transducer 
to produce ultrasound. The water-filled cell was driven in 
(1,1,3) mode which corresponds to resonant frequency of 
about 27 kHz. The drive pressure amplitude of about 1 atm 
was used. The bubbles are seeded by passing a brief current 
through a loop of NiCr wire which boils the surrounding 
fluid.

Modulation frequencies of 1 - 1000 Hz were used. 
Modulation strengths of 20%, 50%, and 80% were used in 
the experiments. Glycerol was added to water to produce 
mixtures of various viscosities. The measurements were 
performed for pure water and 8%, 16%, and 24% water- 
glycerol mixtures.

A photomultiplier tube (PMT) was used to collect the 
emitted light. A Tektronix TDS3000B oscilloscope was 
used to monitor and record the PMT signal.

To study the bubble motion, we illuminated the bubble 
using an external light source, and recorded its displacement 
using a microscope.

1.2 Modulated Single Bubble Sonoluminescence

We studied SBSL for the case of driving frequency 
modulated by lower frequency with an offset. There exists a 
minimum critical pressure at which stable SL is observed. 
With modulated SBSL, the drive horn oscillates the acoustic 
pressure above and below this threshold. Our goal was to 
introduce the bubble into a dynamic environment, and 
observe the effects of amplitude modulation on the 
properties of the emitted light. We used this information to 
infer how bubble dynamics responds to the modulation.

The driving signal equation becomes:

f(t) = sin(2ftu0t)[a + b sin(2rcut)] (1)

where u0 is the driving frequency, u is the modulation 
frequency and a and b are the lowest and highest pressures 
over the modulation period. The modulation strength was 
defined as the difference of highest and lowest pressures 
over the modulation period:

3. Results and Discussion

The measured SBSL signal appeared as a train of 
flashesa for modulation frequencies below 250 Hz, and as a 
continuous modulated signal for higher frequencies. From 
this we can infer that SBSL is possible and stable in the 
presence of amplitude modulation. For the case of small 
modulation frequency, the bubble goes through a cycle that 
repeats itself with modulation period. When the drive 
pressure is high enough, the bubble emits light. 
Consequently, as the drive pressure falls, the bubble stops 
emitting light.

There exists a balance between the Bjerknes, buoyancy, and 
viscous forces that determines the equilibrium position of 
the bubble. As the amplitude of the sound field decreases, 
the equilibrium position will shift, and the bubble will move 
upward away from the antinode due to buoyancy force. 
During the next half of the modulation period, the 
increasing pressure will push the bubble back towards the 
antinode, and the bubble will begin light emission once

a -  b 

a + b
100 a Here a flash refers to a fraction of modulation period 

during which the bubble emits light. This, of course, 
consists of many hundreds of individual bubble flashes.
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again. For high modulation frequencies, the bubble would 
not move very far away from the antinode since the 
modulation period is shorter. This suggests that SL intensity 
is position dependent since for high modulation frequencies, 
the bubble does not stop emitting light, but rather 
experiences continuous light emission with intensity 
oscillating with the modulation frequency.

We looked at the relationship between the flash length to 
modulation period ratio and the modulation frequency. We 
found that the ratio increases linearly as modulation 
frequency increases up to a frequency of about 150 Hz. At 
higher frequencies, the ratio of flash width to period remains 
constant. The bubble position responds to modulation 
frequency which is reflected in the increasing ratio. 
However, at high modulation frequencies, the changes 
become too rapid and the bubble is unable to respond to 
them. Instead, perhaps, a new equilibrium position is 
reached.

We found that the flash length to modulation period ratio 
increases as viscosity increases. Increased viscosity results 
in increased viscous force, which means that the bubble will 
move slower, and hence less away from the antinode. 
Increased viscosity also leads to a more symmetric collapse, 
and slows convection around the bubble which reduces 
bubble cooling.

We also examined the ratio of the time it takes for the 
bubble to reach the maximum light intensity, called the rise 
time, to the time it takes for the intensity to fall back down, 
called the decay time. The decay time to rise time ratio 
remains constant as modulation frequency is varied. As it 
can be seen in Figure 1, the decay time to rise time ratio 
decreases as modulation strength decreases and as viscosity 
increases. For normal SBSL, one can expect this ratio to be 
one. With weaker modulation, the bubble is disturbed less, 
which means it experiences conditions more similar to 
normal SBSL. This is indeed the observed behaviour.

As viscosity increases, bubble collapse becomes more 
symmetric and bubble position remains closer to the 
antinode, which means that bubble will again approach 
normal SBSL conditions.

The bubble motion responds to the pressure swings of the 
sound field caused by the amplitude modulation. As 
explained earlier, the bubble moves away from the antinode 
as the amplitude decreases and towards the antinode as the 
amplitude increases. Using side illumination and a 
microscope, we measured the bubble displacement (shown 
in Figure 2). The displacement decreases as modulation 
frequency increases and as modulation strength decreases.

Figure 1: Decay time/Rise time ratio vs. viscosity.

Figure 2: Bubble Motion

Spectroscopy measurements of the modulated SBSL 
revealed a maximum in the spectra for low modulation 
frequencies. This is a remarkable result, since spectra of 
normal SBSL show no maxima, growing steadily towards 
UV region. As a possible explanation, bubble cooling can 
take place due to contamination of the interior between 
flashes and subsequent longer rise times.
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1. INTRODUCTION

One of the recent and consistently interesting topics in robot­
ics research community is the simultaneous localization and 
map-building (SLAM) problem. It requires an autonomous 
mobile vehicle starting in an unknown environment. Then 
the vehicle incrementally builds an environment map and 
simultaneously localizes its pose within this map.

Wolter and his colleagues point out that any approach 
to master the SLAM problem can be decomposed into two 
aspects: handling of map features (extraction from sensor data 
and matching against the (partially) existing map) and han­
dling of uncertainty (Wolter et al. 2004). Therefore, robotic 
research community keeps tackling the SLAM problem in 
these two aspects. As for the first aspect, some sensing sys­
tems can successfully interpret natural features for mapping, 
such as ultrasound, computer vision, laser and their fusion. 
As for the second aspect, some probabilistic methods are 
proven to minimize the SLAM uncertainties (Thrun 2002).

In this study, we address the problem of robot SLAM 
within extended Kalman filter (EKF) framework, which falls 
into the second aspect. Two types of sensing systems, ultra­
sound and computer vision, which handle the first aspect, are 
mounted separately on the robot to perceive the environment 
so as to simultaneously localize the robot and build the 
landmark map.

2. M ETHODS

2.1 Extended Kalman Filter

The Kalman filter (KF) is a linear, discrete-time, finite 
dimensional system endowed with a recursive structure that 
makes a digital computer well suited for its implementation 
(Hayin 2002). While state vector of the KF is suitable only 
for a linear model, EKF can deal with the nonlinear models 
in which the majority of the real world applications lie. 
The conversion from KF to EKF is through a linearization 
procedure based on first order Taylor approximations (Hayin 
2002).

The key reasons for using EKF in SLAM are due to the 
facts as follows: firstly, EKF directly provides a real-time 
solution to the navigation problem and to on-going estimation 
of the uncertainty acquired from vehicle motion and landmark 
observations; secondly, a number of methods and experience 
have been developed in aerospace, subsea, and other nav­
igation applications that robotics research community can 
study. Such wide application is due to the fact that EKF is

an optimal minimum mean square error (MMSE) estimate 
method and its covariance matrix is proven to converge 
strongly (Dissanayake et al. 2001).

A classic two-stage EKF algorithm is as follows:
Prediction Process (Chen & Samarabandu 2005):

X( k\k  — 1) =  f  (X(k  — 1\k — 1) ,  u ( k ) ) ,

P ( k \ k  — 1) =  V F x P ( k  — 1\k — 1 ) V F j  +  V F u Q V F U  , (1)

z ( k \ k  — 1) =  h (X (k \ k  — 1)) .

U pdate Stage:

X(k\k)  =  X( k \k  — 1) +  K v  (k)

P ( k \ k )  =  P ( k \ k  — 1) — K S K t  ,

where

v ( k )  =  z ( k )  — z ( k \ k  — 1)

K  =  P ( k \ k  — 1 ) V H X  S - 1  (3)

S  =  V H x P ( k \ k  — 1) v H T  +  R .

Interested readers can refer (Chen & Samarabandu 2005) 
for more details of this probabilistic framework.

2.2 Ultrasonic Sensing System

Ultrasonic sensors provide a cheap and reliable means 
for robot localization and environmental sensing when the 
physical principles and limitations of their operation are well 
understood.

In this study, beam pattern of an ultrasonic range finder 
is modeled in a 2-D plane, which will be further discussed 
in Section 3. Considering the speed of sound is much faster 
than that of the wheeled robot, the robot movement is omitted 
between the time interval when transmitter fires and receiver 
receives the echo. Kleeman et al. develop algorithms to 
localize and classify the features (Kleeman & Kuc 1995), 
which indicates that sonar is one of the good tools for robotic 
feature detection. After detecting the feature range of the 
landmark as well as bearing (from an other sensor, e.g. 
computer vision or compass) are fed to EKF in Equations. 2 
and 3 in order to localize the robot.

2.3 Multiple View Geometry

For the purpose of study and comparison, multiple view 
geometry (MVG) technique is utilized within EKF frame­
work to solve the SLAM problem. Singular value decomposi­
tion (SVD) based factorization is applied to 2-D snapshot pic­
tures to reconstruct the landmark in 3-D world coordinates. 
Map is augmented by the adding reconstructed landmarks.
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Fig. 1. A  D evantech SR F04 sonar range finder beam  pattern

Fig. 2. The tra jecto ry  o f  a  m obile robo t w ith  ultrasonic  sensor for 

localization

The camera position is estimated using a direct reconstruction 
technique. This reconstruction outcome is optimized by EKF. 
Robot navigation uncertainty is reduced (Chen & Samara- 
bandu 2005).

3. RESULTS

Simulations are performed in both sensing systems. For 
the ultrasonic system, a Devantech SRF04 sonar range finder 
beam pattern is simulated, which is illustrated in Figure 
1. It is apparent that the angular scope of the ultrasonic 
sensor is narrow. Thus a quite large number of ultrasonic 
sensors is required to mount on the robot and make sure 
that the robot can “observe” all 360° of its environment. In 
the simulation, observation Gaussian noise with az =  2.8 is 
added to the ultrasound detection. In Figure 2, the triangles 
represent the robot trajectory. The asterisks represent features 
the robot detected, and the ellipses are the uncertainties of 
robot locations. This shows that the uncertainties decrease as 
the robot moves. The final average error can be as small as 
0.22m. This indicates that the ultrasonic sensors are reliable 
for robot navigation. However, its short range detection 
property (less than 10 ft) restricts it to local measurement. 
Additionally, a non-scanning ultrasonic sensor can only build 
a 2-D map.

Computer vision technique is suitable for high resolution 
and long range measurements. MVG integrated with EKF 
framework is also implemented with observation noise az =  

0.002 (Figure 3). Simulation results show that EKF can 
improve the localization accuracies, and recursively build the 
environment map for robot navigation (Table I).

Fig. 3. SL A M  by  M V G -EK F

TABLE I

A v e r a g e  E r r o r s  w h e n  a z  =  0 .002 .

MVG-EKF MVG Map
Smooth trajectory 1.7403 4.3289 4.6907
Sharp trajectory 5.8833 14.0874 12.1794

4. DISCUSSION 

For robotic SLAM problem, ultrasonic and computer vi­
sion sensors have their own advantages. For example, ul­
trasonic sensors are cheap and reliable for short distance 
detection. Computer vision does well in high resolution 
and long range measurements, and provides rich research 
results in feature detection and recognition. Of course, each 
has their own drawbacks. For ultrasound, its short distance, 
narrow angular scope of detection and 2-D properties limit its 
application. For computer vision, it is sensitive to observation 
noise.

In the SLAM research community, ultrasound based tech­
niques are well established. On the other hand, M vG has a 
promising future in 3-D SLAM, as the algorithm can be easily 
applied to single or multiple camera sensing system. If ap­
plied to monocular vision-based system, it is benefited from 
redundant information and avoids unnecessary calibration. 
MvG-EKF based technique can reduce the robot localization 
estimation errors compared to using M vG  solely.

Future work will include different sensor fusion, e.g. 
computer vision with ultrasound sensor. Other works will 
focus on real-time implementation of MvG-EKF algorithm.
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1. i n t r o d u c t i o n

Laser material removal process (LMRP) requires a proper 
selection and optimization of a large number of 
interdependent process parameters related to laser, optics, 
workpiece material, and the motion system. All of these 
parameters significantly influence accuracy, precision and 
surface quality of the laser machined parts. Therefore, on­
line process monitoring and control is required based on 
effective signal processing algorithms and reliable, 
physically observed information on actual process 
parameters and the state of the laser-material interactions.

This work was conducted to study an applicability of the 
Kalman filtering for on-line monitoring of the laser material 
removal process. The study is based on an experimental 
investigation of the informational properties of the acoustic 
emission (AE) signal generated by the surface acoustic 
waves in the laser-material interaction zone, selection of the 
signature that reliably characterizes the LMRP, and 
comparative analysis of the state variables affected by a 
working distance, which is one of the most critical process 
parameters.

2. e x p e r i m e n t a l  s e t -u p  a n d  
p r o c e d u r e

Figure 1 shows the schematic of the experimental 
set-up and procedure. The laser-material removal 
experiments were carried out on a brass foil with a thickness 
of 152 |im using Q-switched diode pumped solid state 
Nd:YVO4 laser system with a pulse width of 20 ns and 
wavelength of 1064 nm. During the experiments, working 
distance (WD) was varied from 14.710 mm to 15.385 mm. 
Several trenches were machined by moving a sample with a 
feed rate of 2 mm/s and by applying laser pulses with a 
frequency of the 10 kHz and pulse energy of 0.055 |iJ. The 
surface acoustic waves were measured during LMRP 
experiments using a high-fidelity acoustic emission 
transducer with a frequency bandwidth of up to 500 kHz, 
which was directly placed in contact with the top surface of 
the laser ablated sample 30 mm away from the LMRP zone. 
The AE signals were recorded by an oscilloscope for a total 
duration of 130 ms with a sampling period of 1 |is.

3. LMRP’S d y n a m i c  
c h a r a c t e r i s t i c

During the preliminary signal analysis, it was 
observed that each measured AE signal corresponding to an

unchanged working distance had a noticeable periodic 
structure with a period of applied laser pulses. In addition, 
all the periodic structures had consistent signal signatures 
with small variations for the LMRP with unchanged process 
parameters. This signature was selected for further analysis 
as an LMRP’s dynamic characteristic, which characterizes 
an LMRP’s state through the AE response on applied laser 
pulse. Figure 2 shows an LMRP’s dynamic characteristic, 
y(t), experimentally obtained for a working distance of 

15.01 mm as an averaged signature of 1000 synchronized 
periodic structures with a duration of 100 ^s between 
applied 10 kHz laser pulses.

time (^s)
Figure 2. Experimentally obtained LMRP’s dynamic characteristic.

The LMRP was described in the general form of a linear, 
discrete time, time-invariant state space model:

X (n +1) = Ax (n)+ Bu(n)+ Dw(n) 

y(n) = CX (n)+ v(n) 

where X(n) is the LMRP’s state vector, u(n) is the control 
input vector associated with an applied laser pulse; y(n) is 

the measured output vector, which is an LMRP’s dynamic
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characteristic; w(n) and v(n) are the process and 

measurement noises, respectively; A , B , C , D are the 
system state, input, measurement and noise matrices, 
respectively. Eq. (1) was considered as an informational 
model of LMRP in the form of a transfer function between 
applied laser pulse and measured AE signal and it was used 
to calculate y  (t ) as an estimation of y(t ). The optimal 
system order of 14 and elements of A14x14, B14x1, C1x14, 

D14x1 , matrices were identified using the deterministic-

stochastic realizations algorithm [2] applied to the 
experimentally obtained LMRP’s dynamic characteristic. 
The measurement noise was estimated based on the 
measured AE signal before the actual laser-material 
interactions. The process noise was estimated using the 
deviations between the measured AE signal and y(t ).

4. KALMAN FILTERING

The matrices, A , B , and C , were used in the 
standard Kalman filtering algorithm [1] for linear time- 
invariant stochastic systems:

x(n + 1) = Ax(n) + Bw(n) + Hr (n)

r (tt) = y (tt) - ~ (n) , (2)

~ (n) = Cx(n)

where H is the Kalman Filter gain matrix, and r(n) is the 
residual vector which represents the quality of the Kalman 
filtering as a difference between measured and predicted 
LMRP’s dynamic characteristics.

Figure 3 shows a comparison between the measured, 
estimated, and predicted LMRP’s dynamic characteristics 
obtained for a working distance of 15.01 mm. The quality 
of the identification and simulation was estimated from the 
correlation coefficient and the mean-square error with 
respect to y(t ). The results are shown in Table 1.

time (p.s)
Figure 3. Comparison of measured, estimated and predicted 

LMRP’s dynamic characteristics.

The LMRP’s dynamic characteristics were obtained 
experimentally and estimated using Eq. (1), the Kalman 
filters were determined and the corresponding state vectors 
were studied in details for three different working distances,

{14.76, 15.01, 15.26} mm. One of the 14 state variables 
considered was found to be affected considerably more than 
others by the working distance. Figure 4 shows the 
comparison of these vector signatures, which had variances 
of {3.82, 1.64, 4.72} mV2 respectively.

Table 1. Quality of identification and simulation

y  (t ) ~ (t )
correlation coefficient, dimensionless 0.714 0.998
mean-square error, mV 2.006 0.099

Figure 4. Comparison of the state vectors.

5. SUMMARY AND CONCLUSIONS

This paper presents a study of applicability of the 
Kalman filtering methodology for on-line monitoring of the 
laser-material removal processes. Based on the 
experimental observations, a periodic signature with a 
period of applied laser pulses was selected for 
characterization of the LMRP’s dynamic characteristic. An 
informational model of LMRP was proposed as a transfer 
function between applied laser pulse and measured AE 
signal. The system matrices of the state space 
representation of this model were identified that allowed 
calculation of the Kalman filters and evaluation of the 
measured, estimated, and predicted LMRP’s dynamic 
characteristics obtained for working distances of {14.76, 
15.01, 15.26} mm. The effect of the working distance on 
the state variables was studied. The following conclusions 
can be drawn from this study:
1. The proposed dynamic characteristic reliably 

characterizes LMRP.
2. The Kalman filtering methodology allows extraction of 

reliable information about the actual state of LMRP.
3. The state variables are significantly affected by the 

process parameters and therefore they can be used for 
on-line monitoring, diagnostic and control of LMRP.
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1.0 i n t r o d u c t i o n

Acoustic and noise control consulting covers a 
wide spectrum of potential projects. The noise 
control engineer is expected to provide the 
complete package of services in noise control from 
analysis, design and actual implementation even 
though some aspects may be outside his/hers area 
of specialty. One such instance will be explored 
and described through the following case study.

2.0 s i t e  d e s c r i p t i o n

Dust collector fans are ubiquitous in any process 
industries that emit reasonably sized particulates 
into the atmosphere. These fans, usually 
centrifugal in designs, come in various sizes and 
specifications. A schematic detail of one such 
design in a cement plant in Northern USA is shown 
in Figure 1. The design is an ID fan, centrifugal, 
located downstream of the large dust-collection 
system. The fan’s specifications are: 44,000 CFM, 
1800 RPM, 250 HP, Pressure rise of 26” H2O. The 
outlet is a 38” diameter circular pipe and the 
exhaust stream temperature is 200° F. The fan 
produces a strong blade passing tone (around 296 
Hz), which is further amplified by the constricted 
outlet design of the ID fan. The amplified tone of 
the fan is clearly audible at residences located, 
approximately, a kilometre away, depending on the 
wind directions. The residents lodged strong 
complaints and the local municipality issued orders 
to the industry to remove the offending noise.

The ID fan noise was measured at four locations, 
three (Locations A, B and C) in the plant and the 
fourth locations was in the yard of one of the 
residents. The plant measurement locations are 
identified in Figure 1. The results of the 
measurements are shown in Figures 2 and 3. The 
data shows that the noise is highly tonal and is 
purely from the outlet duct. Location C level in the 
315 Hz band is 103 dB and is at least 20 dB more 
than the 315 Hz band levels for the other two 
locations. The narrowband spectrum of Figure 3 
shows that the tone is clearly audible at the 
residential receptors.

The plant installed a short lined expansion as a 
possible passive silencer, also shown in Figure 1. 
The measure provided no noise attenuation. A 
simple solution would have been to install bullet 
silencer to provide a noise reduction of about 15-20 
dB in the 315 Hz band. However, the fan did not 
have any headroom for the pressure drop of the 
silencer. Instead, the plant would have to redesign 
the fan without the noise concerns. However, the 
new fan design was not practical due to the large 
lead time, in excess of a year or so, required for the 
implementation of the new design.

Another possible solution was to install active 
noise control. However, one of the manufacturer 
of HVAC active noise control systems was unable 
to provide a suitable solution for the following 
reasons: the offending source produces a higher 
order duct mode (the cut-off frequency of the 
second mode inside the 38” diameter outlet duct at 
200° F was less than 250 Hz); and the temperature 
of 200° is too high for the active noise control 
system components. Even though the first author 
has a strong theoretical understanding of active 
noise control, he has no actual design experience. 
Further, we were convinced an active noise control 
system can be suitably designed. Hence, we 
approached our colleagues in the consulting field 
with design expertise and requested their 
assistance. The resulting collaboration resulted in 
resolving the noise concerns of the ID fan. The 
details of the active noise control system 
implementation are described below.

3.0 a c t i v e  n o i s e  c o n t r o l

The noise control objective was a substantial 
reduction of the fan blade passage tone. The 
nominal frequency of 300 Hz as well as the duct 
diameter put this at the upper limit of the 
capabilities of an active noise control system. In 
order to assure a high degree of stability a 
conventional dissipative silencer was interposed 
between the sensing microphone and the noise 
cancelling loudspeakers. In this manner the 
controller can be configured to operate in a ‘feed­
forward’ mode wherein the signal to be controlled 
is measured by the sensing microphone and phase 
and amplitude adjustments are made based on feed-
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back from the error microphone that is positioned 
well away from the duct discharge opening. The 
system details are shown in Figure 4.

The first configuration used a sensing microphone 
that was located close to the fan discharge. The 
sensing microphone was configured in a manner 
similar to that of a turbulence screen. Because of 
the hot environment a Knowles high temperature 
microphone was used. Unfortunately, the signal 
level blade passage frequency was not dominant, 
and the controller did not lock onto the reference 
signal. This interference problem was eliminated 
when the sensing microphone was moved further 
away from the fan. A sketch of the installed 
system is shown in Figure 5.

The performance of the active control is illustrated 
in Figure 6. The system reduces the blade passage 
tone by 12 dB. The system was first run during the 
evening hours. When the morning shift arrived for 
work, they through that the plant was shut down, 
since the audibility of the familiar fan tone was 
greatly reduced. They were however disappointed 
when they found out that there was no provision 
for a parallel signal input so that the loudspeakers 
could play their favourite music.

Plant ---- Recepfar Level = 103 dB @

v yv *Vv

V j, -------------

Figure 2. Narrow Band Spectra of ID Fan Noise.

Figure 5. Active Noise Control Silencer

1/3 Octave Band Cer

Figure 2. 1/3 Octave Band Spectra of ID Fan Noise.

Radiated SPL @  10 m

Frequency (Hz)

Figure 6. Performance of Active Noise Control 
System.
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1. i n t r o d u c t i o n

The competitive drive for performance 
improvements in computer processing abilities necessitate 
the inclusion of finned active cooling devices to dissipate 
the heat generated by the computer processing unit (CPU). 
In more recent years, the heat flux generated has increased 
with further performance improvements. The result being 
that much more complex forced air cooling solutions are 
required. One aspect that now challenges the industry is to 
provide this cooling while minimizing noise generation. A 
significant feature to this problem is missed if one only 
considers the problem to a one-dimensional sound level 
issue. From a consumer’s perspective, the perceived quality 
of the noise emitted takes precedence over what traditional 
acoustical analysis techniques of this fan noise may imply. 
Here, sound quality metrics may be a more applicable 
analysis tool as it makes possible the quantification of these 
qualitative human impressions.

The present study investigates the validity of using several 
psychoacoustic metrics for acoustic analysis of two different 
cooling solutions. A discussion and comparison of measured 
results using traditional analysis techniques is also included. 
A discussion of the applicability of the various metrics 
along with justifications is presented.

2. m e a s u r e i n g  c o m p u t e r  f a n  
n o i s e

The procedures, installation and operating 
conditions of acoustic testing for computer noise sources are 
regulated by several standards. These include ECMA-74, 
“Measurement of Airborne Noise Emitted by Information 
Technology and Telecommunication Equipment” and ISO 
7779, “Measurement of Airborne Noise Emitted by 
Information Technology and Telecommunication 
Equipment”. The method used to measure and calculate 
sound power level using free field sound pressure 
measurements is detailed in ISO 3745, “Determination of 
Sound Power Levels of Noise Sources”.

Traditional analytical approaches serve well to quantify the 
amplitude of acoustic emissions, but they offer no 
suggestion as to the quality of the sound produced by the

cooling fans. Sound quality can significantly affect the 
acceptability of a product to the consumer. Given this, 
acoustic product evaluation of next generation computer 
cooling solutions must also include a sound quality or 
psychoacoustic analysis in order to truly determine the full 
acoustic impact that an active cooling solution will have on 
the end user.

The science of psychoacoustics involves the quantitative 
evaluation of these subjective sensations using sound 
quality metrics. Application of sound quality metrics allow 
for the visualization of the complicated relationship that 
exists between the physical and perceptual acoustic 
quantities. For this investigation, sound quality metrics 
including loudness, sharpness, roughness, prominent tone 
and articulation index were used to evaluate cooling fan 
noise of three different cooling fan-sink designs. The 
designs were chosen on the basis of the variety of acoustic 
characteristics they exhibited.

3. RESULTS

Figures 1 and 2 illustrate the results of the sound 
pressure level and sound power level versus fan RPM 
measurements respectively for each of the three fan designs. 
What is most relevant for this study is the realized 
amplitude range of acoustic emissions.

Inspection of both the sound pressure level and sound power 
level results illustrate a linear increase in acoustic emission 
levels. Observable from these figures is the fact that the 
smaller fan (design 1) spans the largest speed range and can 
run at the highest RPM when compared to a blower type fan 
(design 3) option; yet, they both generate approximately the 
same range of acoustic noise. The second design had the 
smallest range of both RPM and acoustic noise. A 
conclusion that one might draw from both Figures 1 and 2 is 
that fan RPM range has a greater impact on predicting noise 
emissions rather than the simple magnitude of the fan speed.

Figure 3 illustrates the loudness results versus fan speed for 
the three designs. The calculation of loudness involves an 
algorithm which is frequency dependant and includes other 
characteristics such as temporal masking effects. This
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dimension of human perception adds to the meaningfulness 
of using this metric.

Figure 1: Sound Pressure Level vs. RPM for the Three Fan-Sink 
Design Options

Figure 2: Sound Power Level vs. RPM for the Three Fan-Sink 
Design Options

Loudness vs. RPM

Relative RPM

Design 1 - A -  Des ign  2 D esign  3

Figure 3: Loudness vs. RPM for the Three Fan-Sink Design 
Options

Table 1 illustrates the results of the remaining 
psychoacoustic metrics for each of the three fan designs at 
each of the operating speeds tested. Included are sharpness, 
roughness, prominent tone and articulation index.

Table 1: Psychoacoustic Results
Design 1

RPM % 40 % 60 % 80 % 100 %

Sharpness 1.99 2.25 2.95 3.45

Roughness 3.70 3.85 4.11 4.02

Prominent Tone 
(dB)

6.9 @ 
465 Hz

7.9 @ 
727 Hz

6.9@ 1288 
1545 Hz

10.3 @ 
845 Hz

Articulation 
Index (%)

99.05 98.05 89.35 80.13

Design 2

RPM % 44 % 62 % 84 % 100 %

Sharpness 1.56 1.86 2.69 3.72

Roughness 4.12 5.15 5.56 6.32

Prominent Tone 
(dB)

6.1 @
656 Hz

7.3 @ 
1845 Hz

4.5 @ 2088 
2045 Hz

5.1 @ 2250 
726 Hz

Articulation 
Index (%)

99.45 99.45 99.4 95.32

Design 3

RPM % 35 % 53% 80 % 100 %

Sharpness 1.1 1.2 1.61 1.75

Roughness 3.21 3.33 4.45 4.25

Prominent Tone 
(dB)

5.3 @ 
669 Hz

10.8 @ 
724 Hz

7.1 @ 419 
2425 Hz

8.7 @ 581 
2236 Hz

Articulation 
Index (%)

99.10 98.95 98.95 90.45

Inspection of the remaining psychoacoustic metrics provides 
valuable information. Inspection of sharpness, which is an 
indicator of high frequency annoyance, increases 
consistently with fan speed. This is not unexpected given 
that as the fan speed is increased, so is the amount of air 
noise and turbulence. A similar argument holds for the 
modulation metric of roughness perhaps indicating some 
imbalance. Such is not true for the prominent tone results 
for which high levels above 8 dB are more likely due to the 
fan blade passage frequency, which is a multiple of the fan 
speed, number of fan blades and any obstructions such as 
sink fins. For circumstances where a noise source is located 
in an area where the comprehension of speech is important, 
the measurement of articulation index is a very useful 
metric. In this case, all reported values are acceptable.

4. CONCLUSIONS

The focus of this investigation was to investigate 
the validity of using several different psychoacoustic 
metrics for the analysis of fan cooling computer noise. 
Traditional noise analysis techniques were also conducted.

The results of most of the metrics were correlated with the 
operational fan speeds and all of the metrics demonstrated 
results useful for qualitative product analysis. It can further 
be concluded that while traditional noise analysis techniques 
provide useful information, they do not represent the entire 
impact that computer cooling fan-sink noise can have on the 
human ear.
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1. i n t r o d u c t i o n

Graphic Processor Units (GPUs) on the latest 
models of computer graphic cards generate significant 
amounts of heat. In fact, the required dissipation rate is so 
large that cooling fans mounted on heat-sinks must be used 
to maintain satisfactory temperatures. Where space 
limitations allow and heat transfer requirements dictate, 
blower type fans are implemented due to their ability to 
deliver higher flow rates compared to more traditional axial 
flow fans. The operation of these blower fans, particularly at 
high speeds, results in the generation of noise which is 
experienced by the user. Both computer manufacturers and 
consumers alike have deemed this noise to be excessive and 
annoying.

The purpose of this study was to investigate the realized 
acoustic performance of a blower style fan-sink mounted on 
an advanced graphics port (AGP) card. The goal of this 
investigation was to determine what thermal benefits of 
higher flow rate are realized by the blower fan at the 
expense of increased noise emissions.

2. METHOD

To determine the relationship between fan speed 
and acoustic performance, the RPM on the fan was adjusted 
to operate at five different speeds by varying the input 
voltage to the fan. All acoustic testing was performed with 
the fan-sink mounted on a video graphic card in a stand­
alone arrangement where the video card was not placed 
inside a computer chassis.

The sound power levels of the fan-sinks were calculated 
from sound pressure level measurements collected in a 
hemi-anechoic room. The testing was carried out in 
compliance with the ECMA-74, “Measurement of Airborne 
Noise Emitted by Information Technology and 
Telecommunication Equipment”. Sound power levels were 
calculated from the sound pressure measurements as 
detailed in ISO 3745, “Determination of Sound Power 
Levels of Noise Sources”. This method involved the 
acquisition of ten sound pressure level measurements 
around the noise source in a hemi-spherical pattern specified 
in ISO 3745. Adjustments were also made to account for the

surface area of the test sphere as well as atmospheric 
conditions and ground reflections.

Sound pressure level results were also measured in the 
hemi-anechoic room using a binaural head manikin. The 
rationale for using a binaural head is to acquire data that 
best represents what would be perceived by an actual person 
for psychoacoustic analysis. The installation and operating 
conditions of the sound pressure level measurements were 
conducted in compliance with both ECMA-74 and ISO 
7779, “Measurement of Airborne Noise Emitted by 
Information Technology and Telecommunication 
Equipment”.

As part of this investigation, psychoacoustic metrics were 
used as part of the evaluation process. Psychoacoustics is a 
measure of the perception of how good or bad the character 
of a noise source is, as perceived by the human ear. For this 
study loudness and prominent tone (PR) were the evaluated 
psychoacoustic metrics. Loudness is a measure of the 
human perception of how loud a source is perceived to be as 
opposed to simply reporting a sound pressure level. 
Prominent tone provides an objective measure on the 
prominence of a tonal component in a sound. A tone is said 
to be prominent if its PR exceeds 7 dB and is usually 
reported with the frequency at which the prominent tone is 
located.

3. RESULTS

Figures 1 and 2 illustrate the results of both sound 
pressure level and sound power level vs. fan RPM 
measurements, respectively for the blower fan-sink. A linear 
increase in levels is seen for both with increases in fan 
speed. Figure 3 illustrates the loudness results versus fan 
speed for the blower heat-sink. Unlike the sound pressure 
and power level graphs, the loudness curve is not linear. 
Loudness is very frequency dependant. Its calculation is 
rather complicated and includes other characteristics such as 
temporal masking effects. As such, no simplistic 
relationship exists between the sound level metrics and 
loudness. Loudness, however is still a good indication of 
perceived noise emission and is therefore still expected to 
increase exponentially since it is not presented by
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logarithmic values. This exponential trend is evident in 
Figure 3.

Figure 1 : Sound Pressure Level vs. RPM for Blower Fan-Sink

Figure 2: Sound Power Level vs. RPM for Blower Fan-Sink

Figure 3: Loudness vs. RPM for Blower Fan-Sink

Table 1 illustrates the measured prominent tones and the 
respective frequencies at which they are found. Inspection 
of the results suggests that no direct relationship between

fan speed and prominent tone exists. Indirectly this is false. 
Aside from the case of a faulty operating fan, a prominent 
tone is often the result of spatially fixed irregularities that 
can produce a wake at either the inlet or outlet. These 
dynamic changes can cause prominent tones at the fan blade 
passage frequency, which is a multiple of the fan speed, 
number of fan blades and any obstructions such as sink fins. 
The amplitude of these resonances do not increase with fan 
RPM but instead increase and decrease like an incoming 
wave and will occur at frequencies that are multiples of each 
other.

Table 1: Prominent Tone Result for Blower Fan-Sink

Voltage RPM % Prominent Tone (dB)

6 48 8.4 @ 669 Hz

8 63 8.7 @ 594 Hz

10 77 9.6 @ 581 Hz

12 90 6.7 @ 581 Hz

14 100 4.8 @ 606 Hz

As part of a previous investigation, it was reported that the 
thermal performance of this fan-sink improved with an 
increase in fan RPM. However, this thermal performance 
improved at a lesser rate when the RPM was increased 
further. This, along with the acoustic results presented here, 
suggest that a diminished rate of thermal improvement with 
increased fan speeds are accompanied by negative increases 
in unwanted noise emissions. This was demonstrated using 
the metrics of sound pressure and power levels as well as 
loudness.

4. SUMMARY AND CONCLUSIONS

Acoustic experiments were conducted on a next 
generation blower type fan-sinks to investigate the benefits 
of higher fan flow rate versus the effect on noise level. A 
previous study showed that thermal performance of the fan- 
sink improved with an increase in fan RPM, however, the 
performance improved at a lesser rate when the RPM was 
increased further. Noise on the other hand increased 
steadily. No direct correlation between an increase in fan 
speed and prominent tone was realized.

This study showed that while increasing fan speed did 
increase thermal performance, it also had a negative effect 
on noise emissions. Care must be taken in optimizing fan 
speed so as to gain the best thermal performance without 
producing detrimental noise levels.
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1. i n t r o d u c t i o n

The intelligibility and quality o f processed 
speech are central concerns for designers and 
manufacturers o f hearing aids, clinicians who prescribe 
and fit hearing aids, and importantly the end users. 
Conventional standardized and other widely-available test 
procedures [1] have been directed at manufacturing 
quality control, and provide very limited information on 
how hearing aid processing affects the intelligibility and 
quality o f speech and other sounds o f importance to the 
user. In particular, these procedures often neglect the fact 
that many modem hearing aids are adaptive, changing 
their electro acoustic characteristics in response to 
changes in the acoustic environment.

Researchers have recently begun to examine the 
potential for evaluating hearing aids using more complex 
stimuli that better approximate “real world” signals. For 
example, the ANSI standardized Speech Intelligibility 
Index (SII) [2] has been applied to predict the speech 
intelligibility improvement obtained through a hearing 
aid. Coherence measures, representing the linear relation 
between a broadband noise input and the resulting hearing 
aid output, have been studied as ways to predict the sound 
quality and speech intelligibility performance o f hearing 
aids [3]. An alternative approach to quantifying the 
performance o f digital hearing aids is to dynamically 
model their behavior using a system identification 
approach as this offers the flexibility o f testing a hearing 
aid with speech and music stimuli [4, 5]. In this method, 
the hearing aid is modeled as a linear time-varying system 
and its response to speech and music stimuli is predicted 
using a linear adaptive filter. It is assumed that the model 
residual is mainly composed o f distortion and noise 
components o f the hearing aid under test [4]. The 
relative level o f the distortion and noise can be quantified 
using a simple metric such as the Signal-to-Noise Ratio 
(SNR) or using a more sophisticated metric such as the 
Perceptual Evaluation o f Speech Quality (PESQ) [6] 
which incorporates models o f auditory perception.

Previous studies with analog hearing aids have 
shown that the speech quality metrics derived from using 
the system identification approach correlated well with 
perceptual judgments o f speech quality, both by normal 
and hearing impaired listeners [4]. However, this method

has not been tested with modern digital hearing aids, 
majorities o f which employ multi-channel compression 
among other advanced signal processing features. This 
necessitates the need for subband models to correctly 
model modern digital hearing aids [5].

2. s u b b a n d  a d a p t i v e  m o d e l

Figure 1. Block Diagram of the Subband Adaptive Model

Figure 1 illustrates the subband architecture considered in 
this paper. The recorded hearing aid output and input 
sequences, y[n] and x[n], are filtered using uniform, M- 
band analysis filter banks. The resulting subband output 
sets, y 0 [n], ..., yM-1 [n] and x0 [n], ...,xM-1 [n], form the 
desired and reference sequences to the adaptive filter 
blocks (APA Filter 1, ... , APA Filter M), respectively. 
Each of the constituent adaptive filter blocks is 
implemented as a finite impulse response (FIR) filter 
whose coefficients are updated using a complex affine 
projection algorithm based on recursive matrix updating.

3. METHOD

We have previously studied the performance of 
the subband adaptive model in characterizing the behavior 
o f multi-channel compression hearing aids using 
computer simulations [5]. In this paper, we report initial 
results from subband modeling o f two commercial 
hearing aids - Oticon Syncro and the Bernafon Symbio. 
The Syncro is a multi-channel compression hearing aid 
with eight “voice aligned” compression channels, while 
the Symbio is a “channel-free” digital hearing aid.
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Each of these aids was first programmed to fit a 
steeply sloping, moderate to severe hearing loss profile. 
In order to focus on the compression characteristics of 
each hearing aid, all unrelated signal processing features 
of the device were deactivated. Each aid was placed in a 
Brüel & Kjaer anechoic test box, Type 4232, with 
accompanying microphones and preconditioning 
amplifiers. Ten Hearing In Noise Test (HINT -  House 
Ear Institute of Los Angeles, CA, USA) speech sentences 
were concatenated and played back at 65 dB SPL. The 
hearing aid output was recorded through a 2 cc coupler, 
while a separate reference microphone was used to record 
the unprocessed speech. These two signals were then 
applied to the subband adaptive model where the number 
of analysis bands was altered over a range including the 
number of channels in the hearing aid being tested. For 
each analysis band, a Signal-to-Error Ratio (SER in dB) 
and the PESQ -  Mean Opinion Score (MOS) were 
calculated.

4. RESULTS & CONCLUSIONS

Figure 2 illustrates the results of subband 
modeling of Syncro and Symbio hearing aids for HINT 1­
1 sentence. The FIR filter length in the adaptive filters 
was set to 256 taps and the projection order for the APA 
algorithm was 15. It can be seen that lower number of 
bands in the analysis filter bank results in lower SER 
values as the model cannot adequately characterize the 
complex, multi-channel compression of the hearing aid. 
An overall asymptotic trend can be observed for the SER 
for increasing analysis bands. It can also be noticed that 
an increase in the number of subbands results in much 
better performance for Syncro. Since Syncro has eight 
independent compression channels, at least 8 bands are 
required in adequately characterizing its dynamic 
behavior. On the other hand, Symbio is marketed as a 
channel-free compression hearing aid, and the results 
show that the performance improvement with an 
increasing number of subbands is not as significant.

HINT 1-1; 256 Taps; Step Size: 1; Projection Order: 15
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Figure 2. MOS and SER Values

Similar conclusions can be drawn from the PESQ 
MOS results. For the Syncro, the subband model does a

poor job of characterizing the compression behavior of 
the hearing aid when it has either too few or too many 
analysis bands. The largest MOS value occurs when the 
model has eight analysis bands. For the Symbio, the 
largest MOS value occurred with sixteen analysis bands.

In conclusion, to properly characterize the complex 
and dynamic behavior of multi-channel amplitude 
compression strategies used in current generation hearing 
aids, a subband adaptive model is necessary. Our 
previous simulation results [5] and the experimental 
results shown in this paper suggest that as the number of 
bands in the subband adaptive model increases to match 
or exceed the number of compression channels in the 
hearing aid being modeled, the effectual SER value 
improves in a positive, asymptotic manner. In addition, 
the PESQ MOS scores support the generalized behavior 
of the subband model. It also appears that the subband 
adaptive model is able to characterize devices which 
process speech in either in the temporal domain (Bernafon 
Symbio), or the frequency domain (Oticon Syncro).
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1. Introduction

The purpose of a standard is to maintain 
comparison and reproducibility of Hearing Instrument (HI) 
measures across different facilities (Staab, 2002.) This 
project evaluated the ANSI S3.22-2003 standard adopted 
this May 2005 to measure its feasibility and to document 
any electroacoustic changes it would produce.

The 1987 version of the ANSI s3.22 required that 
all tests on automatic gain control (AGC) hearing aids be 
done with the AGC set for maximum effect. In 1996, this 
was changed to allow the manufacturer to specify the 
settings for the tests. Manufacturer specified settings tend to 
vary widely. Consequently, the 2003 version reverted back 
to the 1987 wording for the two tests of AGC function. This 
is intended to indicate hearing aid function in compression 
settings. The new standard accomplishes this by requiring 
the HI be set for “minimal AGC effect” in the first 2 phases 
of the test, Full on Gain (FOG) and Reference Test Position 
(RTP), and in “maximal AGC effect” for the final phase 
(ANSI, 2003.)

2. Method
The goal of this project was to: (1) Test the 

feasibility of the new standard by: (A) Determining whether 
a naïve clinician can follow the new wording; (B) 
Determining the ease and time consumption involved in 
testing by the new standard; and (2) evaluating the general 
changes in electroacoustic performance attributable to the 
new standard. We evaluated fifteen different HI’s from 
seven different manufacturers.

Each HI was set as required by section 5.2.5 of the 
ANSI s3.22-2003 standard. An AGC HIT test using the 
Audioscan Verifit© was then performed and adjustments 
were made where prompted. Without making changes, an 
input/output test was also performed. This procedure was 
then repeated for the 1996 standard.

3. Results
3.1 Electroacoustic Comparison

The Figures below display the raw measurements 
obtained using the ANSI 1996 and 2003 test sequences. 
Figure A shows the relationship between measured gain at

of Western Ontario, London, ON, N6G 1H1

reference test position (RTP) and equivalent input noise 
(EIN) for each standard. Figure 2 shows the relationship 
between attack and release times measured with each 
standard. Repeated measures Analysis of Variance 
(ANOVA) was completed for the 12 measures obtained 
from each standard, to determine whether significant 
differences resulted from the changes between the 1996 and 
2003 versions. Results indicated that some test sequence 
measures differed significantly across the two standards 
F(1.88,20.71)=4.59, p=0.02 (degrees of freedom adjusted 
using Greenhouse-Geisser epsilon for violation of 
sphericity). Post hoc pair-wise comparisons indicated 
significant differences for gain at RTP settings, and for 
attack and release times at certain frequencies (attack at 
2000 Hz and 4000 Hz; release at 500 Hz and at 1000 Hz). In 
general, there was a trend for decreased gain at RTP with 
the 2003 standard, and for attack and release times to be 
longer. Some of these results can be explained by a few 
factors.

1996 Attack/Release times in m/s

Figure A (Left): Equivalent Input Noise and gain at 
Reference Test Position with 1996 standard data being plotting 
against 2003 standard data. Figure B (right): Attack/release times 
for 1996 standard plotted against data from 2003 standard.

Firstly, many automated tests provided with the 
manufacturers software for the 1996 standard used a full-on 
gain setting as the reference test position. Essentially, these 
tests do not account for gain at RTP. This may account for 
the lower gain at RTP observed with the 2003 standard, 
which requires a non-full-on RTP. This is evident in cases 
that did provide true RTP gain: in these cases, the difference 
between the 1996 values and the 2003 values were less 
extreme. No real trend is visible with respect to EIN and no 
statistical significance was found.
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Second, with respect to attack/release times, the old 
standard allowed the aids to be run at linear, in which case 
attack/release times were fast, as would be expected for a 
peak clipping device. The new standard requires use of 
compression, which, for many devices, resulted in 
appropriately longer attack and release times because the 
compression processing was active during ANSI testing.

3.2 Specification Sheets
The data sheets provided for any given hearing 

instrument are a necessity for verifying device performance. 
Data sheets provided by manufactures should provide 
complete documentation of HI test settings and expected 
test results; however, this is not always the case. Figure C 
below displays the frequency that standard test measures 
appear in specification data provided by manufacturers. 
While some measures like EIN appear frequently (14/15 
cases) others such as attack/release times appear 
infrequently (8/15). This is problematic, as information is 
often required to replicate specification data. However, even 
when this is not the case (and a software mediated test mode 
is provided) data is important for quality assurance and 
device comparison.

EIN RTP A/R Testing

Parameters

Figure C: Shows the frequency of various standard measures on 
manufacturer specification sheets

3.3 Software Mediated Test Modes
When properly implemented a test mode has the 

potential to eliminate error and increase reproducibility of 
results across different labs. Most manufactures (5 of 7 
tested) use software mediated test modes. When not used, 
some (preferably all) test parameters need to be included. In 
practice, however, test modes are often not well labelled and 
lack critical stages in required by the standard (i.e. only 1 of 
the 5 manufactures using test modules included RTP 
setting.)

3.4 Confounds to Feasibility: Setting
Wording and issues of interpretation were a matter 

for concern. The 2003 standard asks for “minimal AGC 
effect”, various clinicians could interpret this differently 
(ANSI, 2003.) For example minimal AGC effect might be

construed to mean either linear or expansion. Another 
confound to feasibility was the association between HI 
setting controls. That is to say, a change in one control 
might inadvertently change another. This means that even 
when noticed, the clinician may have to choose which 
control is of greater importance (e.g. let max compression 
limit gain OR max gain limit compression.) Reproducibility 
may be compromised when a clinician must make a choice 
between two options.

Software flexibility proved another difficulty. The 
effects of having associated controls means one must learn 
the quirks of each setting program for each aid in order to 
“coax” the aid into maximal and minimal effects. The result 
is time consuming, frustrating and likely to be error prone. 
Some software also lacked control over critical features 
such as compression ratios, knee points and adaptive 
features that require adjustment according to the new 
standard.

3.5 Compliance
Compliance is a major issue for concern as it has 

been lacking in the past as was seen in the case of missing 
RTP settings, missing values on specification sheets and 
lack parameters being provided. For example, one 
manufacturer sent specification data on a new HI 
supposedly using the 2003 standard. However, it was run in 
a linear setting, which directly conflicts with the 5.2.5 
wording of the test.

4. Conclusion
Some electroacoustic changes are present as a 

result of the change in wording, namely a decrease in gain at 
RTP and an increase in attack and release times at some 
frequencies. In addition, we found the feasibility of 
manually setting the 2003 standard to be low.

Therefore, it is our recommendation that: (A) 
Manufactures provide specification sheets including all 
fitting parameters and (B) Manufacturers include a test 
module that is clearly labelled and includes at least one 
stage for each of the three phases in the ANSI 2003 
standard.
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1. i n t r o d u c t i o n
This paper describes the design and testing of 

Tuned Mass Dampers (TMD’s) for the west grandstand of 
the newly renovated Soldier Field stadium in Chicago as 
well as a Permanent Vibration Monitoring System. The 
stadium is to be used as a venue for both sports and 
entertainment events.

The state-of-the-art for the reduction of crowd-induced 
vibration of stadium structures has been extended to include 
very large systems. Twenty-one TMD’s were designed and 
applied to the upper grandstand perimeter covering almost 
1000 linear feet with a total sprung weight of 840,000 
pounds. The TMD’s are providing impressive reduction of 
vibration levels in the design frequency range of 1.5 Hz to 
2.7 Hz and eliminate virtually all resonant peaks in the 2 Hz 
to 3 Hz frequency band. Vibration reduction factors are 
typically in the range of 3 to 10. The success of the project 
was based on a unique configuration of spring systems to 
achieve flexibility in the design and field tuning.

A purpose-built 64-channel Permanent Vibration 
monitoring System was also supplied for future TMD 
testing, on-going maintenance and to facilitate 
administrative control of vibration.

2. p r o b l e m  d e f i n i t i o n
The prior existing stadium was a designated 

historic building. This required that the existing façade be 
retained which, in turn, resulted in the top of the west 
grandstand being cantilevered out 40 feet beyond the 
column supports.

Finite element analysis of the upper west grandstand 
indicated vibration levels in excess of established limits due 
to crowd-induced dynamic loadings. Criteria were 
established for vibration level limits based on spectator 
comfort (i.e., structural integrity was not an issue).

Given the unique geometrical constraints of this grandstand, 
it was not possible to stiffen the structure sufficiently to 
achieve acceptable vibration levels. Consequently, the 
addition of a vibration damping system was required and 
TMD’s were chosen. FE analysis indicated that TMD’s 
would reduce vibration levels to below accepted values. 
Use of TMD’s is typically cost effective because the same 
reduction in vibration amplitude through increased stiffness

would require very much larger structural framing which 
would not be practical and, in the case of this grandstand, 
not possible.

3. TMD DESIGN
Given the design constraints, the only way to 

achieve the required mass was in the form of a beam 
spanning the approximately 40 foot to 50 foot variable 
distance between rakers. A total of 21 TMD’s are located at 
the top of the west grandstand spanning between the 22 
raker girders. The TMD mass consists of a beam 
constructed as a steel box filled with concrete. The beam 
lengths vary from approximately 25 feet to 35 feet, are 17 
inches deep and have a vertical height calculated to produce 
a total sprung weight of 40 kips; i.e. the height varies from 
approximately 4 feet to 6 feet. At each end of the mass 
beam is a yoke, i.e. a large horizontal U-shaped bracket, 
which mates with a cantilevered horizontal stub beam 
attached to the vertical upstand at the tip of the raker.

Support for the mass beam was provided by air springs and 
steel springs located between the stub beam and yoke. 
Energy dissipation is provided hydraulic cylinders supplied 
by Taylor Devices Inc., North Tonawanda, NY and are 
called Taylor dampers or dashpots. The dashpots are 
installed between the free end of the stub beam and upper 
arm of the yoke and can be adjusted to achieve desired 
TMD damping ratios. Two guide wheels are attached to the 
free ends of both the upper and lower arms of the yoke. 
These wheels run on vertical V-tracks attached to the raker 
upstand. These guide wheels provide stability for the air 
springs and constrain the mass beam vibration to vertical 
motion.

The spring system must provide the precise stiffness 
required and also support the dead load of the TMD while 
maintaining precise clearances required for TMD operation 
at tuning frequencies that may be changed in-situ at any 
time. These multiple requirements are resolved in a unique 
way by providing two spring systems. Industrial pneumatic 
springs, installed between the stub beam and upper yoke 
arm, support the dead load while providing a very low 
stiffness. The additional stiffness required to achieve the 
TMD tuning frequency is supplied by small non-load 
bearing helical steel springs installed between the stub beam 
and lower yoke arm, in parallel with the pneumatic springs. 
All TMD’s were required to be tunable to all frequencies
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between 1.5 Hz and 2.7 Hz in nominal increments of 0.1 Hz. 
Tests of a full scale prototype TMD demonstrated the 
flexibility and reliability of the tuning technique.

The 21 TMD’s were tuned alternately to 1.5 Hz and 2.7 Hz 
with damping ratios from 0.06 to 0.13 of critical damping as 
determined by the FE analysis.

4. TMD TESTING

design frequency range of 1.5 Hz to 2.7 Hz and eliminate 
virtually all resonant peaks in the 2 Hz to 3 Hz frequency 
band. Vibration reduction factors are typically in the range 
of 3 to 10. (Fig. 2)
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4.1 TMD Calibration Tests
A replica of TMD #12 was fabricated and 

assembled in a calibration test rig in order to be closely 
examined and tuned to various frequencies and damping 
ratios required in actual field operation. (Fig. 1)

A quick release mechanism was designed and used to 
displace the TMD and instantaneously release it in order to 
excite the system to vibrate at its natural frequency. 
Acceleration traces from accelerometers mounted on the 
TMD were digitized and processed in order to find system 
natural frequencies and damping ratios corresponding to 
various spring combinations and damper settings.

4.2 Stadium Vibration Tests
Vibration tests were conducted on the west 

grandstand in June 2003 using a vibration shaker purpose 
built by Anco Engineers, Inc., Boulder, Colorado. The 
shaker is capable of producing a vertical force with a 
maximum amplitude of 2000 pounds at any frequency in the 
range of 1 Hz to 5 Hz. For comparison note that a 2000 
pound dynamic force amplitude is equivalent to the force 
amplitude produced by about a dozen adults performing 
vigorous aerobic exercise, e.g. synchronized jumping jacks.

Burns, J.G. and McLean, D.P. (2004). Field Goals. Modern 
Steel Construction, July 2004.

Burns, J.G. and McLean, D.P. (2005). Adaptive Reuse of 
Soldier Field Chicago. Modern Steel Construction, May 
2005.

Reynolds, P., Pavic, A. and Ibrahim, Z. (2003). A Remote 
Monitoring System for Stadia Dynamics. 21st International 
Modal Analysis Conference, Florida, USA, February 2003.

4.3 Permanent Vibration Monitoring System
Stadium vibration measurements were obtained 

using the Permanent Vibration Monitoring System (PVMS) 
specifically designed for this project. This system consists 
of 64 accelerometers hard wired to a central data acquisition 
system. The data acquisition system consists of a 64 
channel signal conditioner, 64 channel data acquisition 
board and a desktop computer that runs the purpose built 
software developed for this system to measure and display 
vibration magnitudes and phases for each accelerometer. 
The PVMS can be remotely operated through the internet.

One accelerometer is located at each end of each TMD (21 x 
2) and one at each raker adjacent to the TMD’s (22) for a 
total of 64. The accelerometers are aligned to measure 
vertical vibration which is consistent with the vertical 
operation of the TMD’s.

The tests demonstrated that the TMD’s are performing in 
accordance with their design criteria; i.e. the TMD’s are 
providing significant reduction of vibration levels in the

Fig. 1. Protoype TMD ready for calibration.

Frequency (Hz)

I —b—TMD Locked a  TMD Operational

Fig. 2. Sample plot showing effectiveness of the installed TMD’s.
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1. Introduction

Traditionally, the Ling Six-Sound test has been used as 
an informal test of hearing ability (Ling, 1989). Consisting 
of the phonemes /m/, /i/, /a/, /u/, /sh/ and /s/, this test was 
designed to assess hearing across the speech frequencies 
(Ling, 1989). However, although convenient, the use of the 
Ling Six-Sound task in clinical practice is limited by its lack 
of a calibrated method of delivery, or normative data on 
detection thresholds.

When testing detection levels in sound field, wide band 
stimuli such as speech, warble tones, and random noise are 
commonly used (Arlinger & Jerlvall, 1987). Wide band 
signals are purported to be more reliable, as they generate a 
more uniform sound pressure level in the subject’s region of 
sound field (Walker, Dillon & Byrne, 1984).

The present study combined the traditional Ling Six- 
Sound test with principles of sound field audiometry. The 
first aim of the study was to design and implement a 
calibrated, computer-assisted version of the Ling Six-Sound 
test in order to establish normative data on ten normal- 
hearing adults. In addition, test-retest reliability of phonemic 
thresholds was completed.

2. Method

The Ling Six phonemic stimuli were used to test 
auditory detection levels. The phonemes were recorded by a 
female speaker in a sound-treated booth, and were edited 
using Goldwave software to be of equal duration and peak 
level. Calibration on all stimuli was completed using 
concatenated sound files played at 70 dB HL through one 
speaker of a five-speaker array. Sound pressure at 0 degrees 
azimuth was analyzed using a B & K Signal Analyzer Unit 
type 2035. The resulting SPL values yielded the frequency 
distribution of each phoneme, as well as overall a-weighted 
levels in dB SPL.

2.1 Participants

Participants in this study were 10 normal hearing adults 
(3 male, 7 female) between the ages of 21 and 35. Auditory 
health was verified using tympanometry, otoacoustic 
emissions, case history questionnaires, and full inter-octave 
audiograms between 250 and 8000 Hz.

2.2 Procedure

Phonemic stimuli were inputted into a computer-assisted 
threshold bracketing procedure. Subjects were seated in 
sound field, and responded to sound presentations by 
selecting “heard it” or “didn’t hear it” options on a computer 
screen. Based on these responses, attenuation levels were 
altered until threshold was bracketed. Subjects completed 
two full trials of this procedure for each phoneme. 
Thresholds were determined by subtracting attenuation levels 
at threshold from the a-weighted stimulus levels.

3. Results

Table 1 displays the mean, standard deviation, and 95% 
confidence intervals across phonemes. Values ranged from 
1.9 to 5.5 dB SPL. Although there is wide variation in 
obtained values, it is important to note that threshold values 
of the stimuli /u/ and /sh/ were influenced by one subject 
who had threshold differences of over 10 dB between trials.

Phoneme Mean Threshold 
(dB SPL)

SD 95% C.I. Upper 
Cutoff (dB SPL)

/m/ 21.8 2.2 26.1

/u/ 7.9 5.3 18.4

/i/ 5.9 5.5 16.6

/a/ 0.0 2.5 5.0

/sh/ -3.1 2.3 1.4

/s/ 16.7 1.9 20.5

Table 1: Mean thresholds, standard deviation values, and upper 
cutoff threshold levels for the Ling Six phonemes.

Figure 1: Normal-hearing threshold values and 95% confidence 
intervals for the Ling Six phonemes.
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Using 95% confidence intervals, cutoff values for 
detection thresholds of the Ling Six phonemes were also 
established. These values are displayed in Figure 1. All 
cutoff thresholds were below 26 dB SPL, with some values 
as low as 1.4 dB SPL

The test-retest reliability of each phonemic stimulus was 
determined using Intraclass Correlation Coefficients (ICCs) 
and is shown in Table 2. Results from this analysis revealed 
a wide range of reliability coefficients with no effect of 
stimulus bandwidth.

Phoneme ICC Values Reliability*
/u/ 0.92 Good

/m/ 0.81 Good

/sh/ 0.73 Moderate

/s/ 0.70 Moderate

/i/ 0.63 Moderate

/a/ 0.47 Poor-Moderate

GRAND AVG 0.71 Moderate-Good

Table 2: Test-retest reliability ICC values for each phoneme.
* from Portney & Watkins (2000)

Finally, in order to assess the use of the Ling Six 
phonemes in hearing impaired subjects, an adult with a high- 
frequency sloping hearing loss was tested with the calibrated 
Ling Six-Sound test while aided. Figure 2 compares the 
aided hearing impaired thresholds with normal hearing 
averages. Results revealed thresholds above normal hearing 
limits on only the two highest-frequency phonemes, /sh/ and 
/s/.

Comparisons of 95% Confidence Intervals of the Ling 
Six phonemes and warble tones also indicated acceptable 
test-retest reliability. The current study found overall 
averaged 95% Confidence Interval for all phonemes to be +/- 
7.1 dB, compared to +/- 15.1 dB for warble tones averaged 
across the frequency span (Hawkins, Montgomery, Prosek, 
& Walden, 1987). Thus, it appears that phonemes in sound 
field may be more reliable than traditional warble tone 
stimuli for detection tasks.

Furthermore, although the results of a single hearing- 
impaired subject cannot be generalized to a larger 
population, this preliminary assessment suggests that the 
Ling Six-Sound test may be sensitive to the effects of 
hearing loss, as thresholds were only outside normal limits 
for the high frequency phonemes in this subject with high 
frequency loss. Obviously, this requires further study.

Future development of the calibrated, computer-assisted 
Ling Six-Sound test may involve comparison of audiometric 
and Ling Six thresholds. Eventual clinical use of a calibrated 
Ling Six-Sound test may be warranted, as it is a fast and 
reliable method of testing phoneme detection in sound field.
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Figure 2: Comparison of aided hearing-impaired thresholds and 
normal-hearing cutoff values across the Ling Six phonemes.

4. Discussion

While test-retest reliability analyses revealed variability 
in ICC values between stimuli, ratings of moderate to good 
for five of six stimuli suggest acceptable reliability for the 
Ling Six-Sound test. According to Portney and Watkins 
(2000), ICC values of 0.75 and over are considered to have 
good test -retest reliability. As the current ICC average 
value was 0.71, the Ling Six-Sound test appears to fall 
between moderate and good test-retest reliability.
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1. INTRODUCTION

It is widely recognised that spatially separating target 
speech from masking sound results in a listening advantage 
characterised by improved speech reception thresholds 
(SRTs) (eg., Freyman, Balakrishnan et al. 2001).

Yost (1991) argued that binaural and spectral cues 
assisted in the creation of separate auditory objects, 
allowing the listener to attend to one object and filter out the 
others. While these cues may be important, other factors are 
also relevant. Freyman et al (1999), and Driver (1996) 
showed that unmasking can be elicited using the illusion of 
spatial separation. This suggests that processes in addition 
to the salient location cues, may underlie a proportion of 
improvements in SRT due to spatial unmasking.

Where there are a number of concurrent sound sources, 
the association of spectral components with individual 
external sources probably involves firstly a short term 
grouping process and secondly a streaming of the grouped 
elements over time (Bregman 1994). In this experiment we 
aimed to test the contributions that each of these separate 
processes make to spatial unmasking.

There were 4 conditions.
* Co-located: target and both maskers played from the 
central speaker.
* Separated: target played from central speaker, 1 masker 
played from each of symmetrically spaced speakers 30° 
from the central speaker.
* start separated: Target and masker start as in separated 
condition but collapsed to central speaker after 700 ms (just 
after the identifying call sign).
* Start Co-located: Target and masker start as in co-located 
condition but move to locations as in separated condition 
after 700 ms.

3. RESULTS

Subject SRTs were calculated using maximum 
likelihood generation of cumulative Gaussians at the 50% 
intelligibility level. Release from masking (RFM) was 
calculated as

RFM(condition) = SRT(condition) -  SRT(co-located)

2. METHOD

Subjects were seated, facing forward, in a sound 
attenuated, semi-anechoic chamber (size = 3.5 x 4.6 x 
2.4m). Three Tannoy active loudspeakers were placed 1.3m 
away on the subject's audiovisual horizon.

Subjects had normal hearing, spoke English as a main 
language and included 4 females and 1 male (mean age 32 
yrs). All subjects carried out 100 unrecorded practice trials 
of the separated, co-located and start separated condition 
and 150 trials of each condition.

Stimuli were generated and presented using Matlab and 
a Hammerfall multiface sound card at a sampling rate of 
44100 and a volume of 57dB. Stimulus sentences were 
taken from the Coordinate Response Measure (CRM) 
corpus (Bolia, Nelson et al. 2000) and consist of an 
identifier in the first half (the call sign) and two target words 
(a colour and a number) in the second half. The target talker 
was identified by the call sign Baron and the subject's task 
was to identify the two target words in the presence of two 
masker talkers with different call signs and target words. 
Subjects entered the target words on a laptop. The signal to 
noise ratio of the target in relation to the maskers was varied 
randomly for each trial.

Figure 1 Representative psychometric functions (S4) for each 
condition. SRT calculated at 50% intelligibility

Bootstrapping was carried out with 500 repeats. Post- 
hoc t-tests (a = 0.05) with Bonferroni corrections were 
carried out on bootstrapped data.

All subjects showed significant release from masking 
for all conditions (Table 1). Release from masking in the 
start co-located condition was much less than in the 
separated condition.
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Subject Start Separated 
RFM (dB)

Separated 
RFM (dB)

Start Co-located 
RFM (dB)

S1 4.2 ± 1.5 13.6 ± 1.2 15.3 ± 1.2
S2 2.1 ± 0.5 7.0 ± 0.8 5.2 ± 0.8
S3 3.6 ± 1.2 13.9 ± 1.2 13.7 ± 1.3
S4 3.5 ± 0.9 14.5 ± 0.9 11.2 ± 0.8
S5 4.5 ± 0.7 12.0 ± 1.1 9.4 ± 0.7
Mean 3.6 12.2 10.1
Table 1 Release from masking for conditions. RFM given ± 
standard deviations calculated from bootstrapped SRTs.

In the start co-located condition, subject SRTs were 
similar to those obtained for the separated condition. While 
there was a slight trend to reduced SRTs in the start co­
located condition, this difference was significant in only one 
subject. This suggests that subjects may have been 
employing the strategy of simply listening to the central 
speaker location after the talkers separated rather than 
identifying and following the target talker.

To test this, a condition, “start co-located-all move”, 
was added, in which subjects were forced to follow the 
target talker after separation. The target and masker co­
located at the central speaker, then moved to locations 
where target and maskers were on different speakers after 
700 ms, with the target randomly assigned to one of the 
three speakers.

Three subjects lost any release from masking in this 
condition. Where two subjects maintained significant 
release from masking, these subjects showed reduced 
performance (SRTs) on lateralised speakers indicating they 
were favouring the central speaker.

Subject Start Co-located, all move RFM (dB)

S1 1.1 ± 1.3
S2 2.0 ± 0.8
S3 2.4 ± 1.2
S4 2.3 ± 0.8
S5 5.9 ± 0.8
Mean 2.1

Table 2 Release from masking for conditions. RFM given ± 
standard deviations calculated from bootstrapped SRTs. Those in 
bold show a significant (a < 0.05) release from masking.

4. DISCUSSION

When target and masking voices are co-located, the 
listener relies entirely on cues such as voice characteristics 
(gender, tone, accent etc) to isolate the target talker. When 
separated, the listener can also use spatial information such 
as the binaural (inter-aural time and level differences ITDs 
and ILDs) and spectral cues to identify and maintain stream 
segregation of the talkers.

The spatial release from masking between the co­
located and the 30° symmetrically separated condition (12.2 
dB) is higher than that found in much of the literature (eg. 
5dB, from Noble and Perrett 2002). The CRM corpus has 
the same carrier phrase for subject and maskers, with the

same onset time. This synchronisation maximises both the 
energetic and informational masking. Other studies have 
used dissimilar discourse for targets and maskers. Spatial 
release from masking is often more marked with high 
information masking (eg. Noble and Perrett 2002; Hawley, 
Litovsky et al. 2004) and this may explain the higher level 
of unmasking in this study compared with previous studies.

Previous studies have disagreed over the relative 
contributions of voice cues and location cues in grouping 
and streaming (Mondor, Zatorre et al. 1998; Darwin and 
Hukin 1999; Edmonds & Culling 2005). In the current 
study, all subjects showed a significant level of unmasking 
in the start-separated condition. This may be due to the 
initial separation allowing the listener to more easily create 
and identify the target streams and thus detect voice 
characteristics of the target talker. While spatial cues 
disappear as the streams become co-located, these 
identifying characteristics can be used to continue to attend 
to the target or to filter out masker talkers.

The differences in unmasking between the separated 
(12.2 dB) and start-separated (3.6 dB) conditions may 
indicate the proportion of spatial unmasking which relates to 
streaming due to location cues and that which relates to 
separation allowing identification of the target. Further 
research will be required to discover whether varying the 
reliability of other cues will affect the reliance on spatial 
information.
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1. i n t r o d u c t i o n
Automatic speech recognition (ASR) performs best 

when there is a strong correspondence between system 
training and operating conditions, e.g., when one tests on 
speech data that is similar in style to that used for training. 
Mismatch (different environment speakers, or vocabulary) 
degrades performance. We have developed new model 
techniques able to adapt to various speech environments 
without modifying the basic ASR systems: an appropriate 
feature transformation scheme for the Mel-frequency 
cepstral coefficients (MFCC), a new speech-processing 
front-end feature that performs better than the existing 
MFCC, a log-energy dynamic range normalization 
technique for ASR in adverse conditions, and a continuous 
ASR method that exploits the advantages of syllable and 
phoneme-based sub-word unit models.

2. NEW ADAPTATION METHODS
Statistical Data Mapping (SDM) is a new approach for 

ASR model adaptation. SDM assumes that speech 
observations are generated by subsets of mutually related 
random sources. The relationship/model between random 
sources can be established by a maximum likelihood 
criterion. Thus speech observations can be mapped through 
the model to any desired environment without heavy loss of 
the original information. SDM is a non-linear approach and 
has the strength to handle non-time-invariant variations, 
e.g., bandwidth and speech context. SDM has a flexible 
framework, which can be varied in different applications. 
We evaluated our algorithms on the Visteon and Superman 
databases (Scansoft Inc.): a wide-band automobile 
embedded-speech database, recorded at automobile speeds 
of low, 50 km/h and 75 km/h, and a narrow-band network 
speech database. The TIMIT and NTIMIT databases were 
also used. Finally, we also used the Aurora 2 database, 
corresponding to TI-DIGITS training data down-sampled to 
8 kHz and filtered with a G.712 characteristic. It includes 
clean and multi-condition training sets. The noisy utterances 
have SNR from -5 dB to 20 dB. ASR models adapted by 
our SDM technique have better performance than other 
models, e.g., non-adapted or adapted by MLLR. The SDM- 
adapted ASR models have improved performance in noisy 
environments.

We also dealt with the problem of speech enhancement 
when only a corrupted speech signal is available for 
processing. Kalman filtering is known as an effective speech 
enhancement technique, in which speech signal is usually 
modeled as autoregressive (AR) model and represented in 
the state-space domain. Various approaches based on the 
Kalman filter are presented in the literature. They usually

operate in two steps: first, additive noise and driving process 
variances and speech model parameters are estimated and 
second, the speech signal is estimated by using Kalman 
filtering. Sequential estimators are used for sub-optimal 
adaptive estimation of the unknown a priori driving process 
and additive noise statistics simultaneously with the system 
state. The estimation of time-varying AR signal model is 
based on weighted recursive least square algorithm with 
variable forgetting factor. The proposed algorithm provides 
improved state estimates at little computational expense.

In spectral subtraction for speech enhancement, we 
subtract the magnitude of the noise spectrum from that of 
the noisy speech, while keeping the noisy phase. Noise 
spectrum estimated during weak segments at the start of an 
utterance assumes that noise is stationary. Our approach is 
to have a sub-band-based speech detector to separate each 
signal frame into noise or speech. The estimated noise 
spectrum is updated at each frame with a forgetting factor, 
thus dealing with unstable noise. We utilize the noise 
suppression gain information in another way for noise 
reduction. Spectral valleys are usually more disturbed by 
noise than spectral peaks. So we emphasize spectral peaks 
(e.g., formants). We introduced a frequency masking 
filtering algorithm in the standard MFCC feature extraction 
algorithm.

3. f e a t u r e  s p e a k e r  a d a p t a t i o n  
w i t h  a  s m a l l  f o o t p r i n t

Most ASR systems are trained on a great variety of 
speakers and are thus called "Speaker Independent'' (SI) 
systems. Yet training on data specific to the current user 
(Speaker dependent) gives better performance. We focused 
on the use of Speaker Normalization methods. They are 
useful for ASR that lacks memory and processing capacity 
such as embedded engines. Indeed, normalization amounts 
to a set of transformations of speech data (at different steps 
of the front-end). The light computation required by the 
normalization process can be done on-line. Moreover, the 
number of parameters describing this set of transformations 
is small and their set can be considered as a small user 
footprint. A speaker S uses a desktop dictation application 
(namely, Scansoft's Dragon Naturally Speaking, DNS). 
This application derives a speaker profile (the set of the 
normalization parameters), which would be used again to 
normalize S's speach when he uses DNS. One solution is to 
enroll portable speaker profiles on fully available dictation 
data with a desktop ASR and then use them for embeded 
recognition of command words. This architecture raises the 
problem of intra-speaker variability since the user-speaker 
used a speaking style that varies from enrollment to test.
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We did a study of speaker profile portability. This work 
has been conducted on MREC, the DNS engine. The 
objective was to see if our profiles are efficient with small 
adaptation sets and if they can be used on command test 
data. Using profiles with MREC Engine, these results 
showed that speaker profiles could be ported from one task 
(sentence) to another (command). Their efficiency is 
reduced but the gain is still significant. This suggests that 
our framework will produce significant improvment in 
recognition.

4. SEGMENTATION INTO SYLLABLES
Many public-domain speech corpora have only an 

orthographic transcription. In order to use these corpora to 
build syllable-level models and ASR systems, an efficient 
automatic speech segmentation algorithm is required. We 
made a new explicit segmentation algorithm that uses the 
orthographic transcription, which allows knowing the 
number of syllable segments in a speech signal a priori. 
Although the short-term energy (STE) function contains 
useful information about syllable boundaries, it cannot be 
directly used to do segmentation due to significant local 
energy fluctuations. We use an Auto-Regressive model- 
based algorithm to smooth the STE function using the 
knowledge of the number of syllable segments required. If 
the error is more than 40 ms, those segment points are 
considered as erroneous boundaries. Experiments on the 
TIMIT corpus show that the error in segmentation is at most 
40 ms for 87.84% of the syllable segments.

We propose a new front-end feature, warped discrete 
cosine transform cepstrum (WDCTC), which achieves better 
vowel recognition and speaker-identification performances 
than the MFCCs. The WDCTC has a better performance 
than the MFCC in a 5-vowel recognition and speaker- 
identification task. Feature transformation aims to 
maximize the desired source of information for a speech 
signal in the front-end feature and to minimize undesired 
sources such as noise, speaker variability and other speech 
signals. Frequency domain interpretations of the feature 
transformation provide useful and interesting information by 
highlighting the importance of different frequency regions 
for a particular vowel. Tests are conducted with unknown 
vowel samples extracted from continuous speech in 
TIMIT. The average vowel-recognition performance with 
the feature transformation scheme was 71.2%.

5. ENERGY RANGE NORMALIZATION
Cepstral mean normalization (CMN) and Cepstral 

Variance Normalization (CVN) are simple noise robust 
post-feature processing techniques. In CMN, the log-energy 
feature (or C0) is treated in the same way as other cepstral 
coefficients. Compared with cepstral coefficients, the log- 
energy feature has quite different characteristics. We try 
here to find a more effective way to remove the effects of 
additive noise for the log-energy feature. We propose a log- 
energy dynamic range normalization (ERN) method to

minimize mismatch between training and testing data. 
Comparing with that of clean speech, characteristics of the 
log-energy feature sequences of noisy speech are: elevated 
minimum value, and valleys that are buried by additive 
noise energy, while peaks are not affected as much. The 
larger difference for valleys leads to a mismatch between 
the clean and noisy speech. Obviously, mean normalization 
is not an optimized solution. We suggest an algorithm to 
scale the log-energy feature sequence of clean speech, in 
which we lift valleys while we keep peaks unchanged. The 
dynamic range of log-energy feature sequences of an 
utterance is normalized to a target dynamic range.

The proposed algorithm was evaluated on the Aurora 
2.0 digit recognition task. The proposed log-energy dynamic 
range normalization algorithm had overall about a 31.56% 
relative performance improvement when systems were 
trained on a clean speech training set. This method does not 
require any prior knowledge of noise and level. It is 
effective to improve the performance of speech recognition 
for eight different noise conditions at various SNR levels. 
Histogram equalization and non-linear transformation 
techniques have been reported to achieve 51.81% or 49.71% 
performance gains in clean-condition training in the 
literature, but the proposed method can be easily combined 
with variance normalization to get a better result (54.21%). 
In addition, the proposed method does not need to estimate 
feature density functions or to direct transformation 
functions. It only needs a very small extra computation load.

6. CONCLUSION
Feature transformation interpreted as a filter bank 

throws light on the relative significance of different 
frequency bands for a particular vowel and helps in 
understanding vowels from the frequency domain 
perspective. Inclusion of WDCTC as a front-end feature in 
the state-of-art ASR systems may improve the overall 
performance.
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1. i n t r o d u c t i o n

Good objective speech quality measurement is 
highly desirable and useful in the field o f speech 
communication. The accuracy o f the objective 
measurement is determined by correlating it with known 
subjective measurement o f speech quality, such as the 
mean opinion score (MOS) defined in [1]. A majority of 
previously reported objective methods are based on 
input/output comparisons, which estimate the speech 
quality by measuring the ''distortion'' between the input 
and output signals, and mapping the distortion values to 
the predicted quality metric. But in some applications, a 
reference signal might not be available for an input/output 
comparison, e.g., evaluation o f pathological voice. In such 
cases, an attractive alternative is to assess speech quality 
using only the output signal, i.e., output-based evaluation. 
Currently, a handful o f output-based evaluation 
techniques have been reported in the literature. In [2], a 
vocal tract modeling based non-intrusive evaluation 
technique was presented to monitor telecommunication 
network distortion. In [3], an auditory non-intrusive 
quality estimation (ANIQUE) model, which is based on 
human auditory and articulation systems, was reported. In 
[4-6], the authors investigated output-based techniques by 
measuring perceptual spectral density distribution and by 
exploiting neuro-fuzzy techniques. In [7], a state-of-the- 
art non-intrusive evaluation standard was recommended 
by the ITU, which applies a complicated evaluation 
structure and myriad parameters. Clearly, it can be seen 
that all of the current output-based techniques reported in 
the literature are intended to provide an optimal 
continuous mapping from physical parameters to 
subjective speech quality scores (such as the MOS 
scores). But this is inconsistent with actual subjective 
listening-opinion tests [1]. As stated in [1], the subjective 
MOS listening-opinion test is a Category Judgment 
method (Page 3 in [1]), which can be thought o f as a 
process o f speech quality pattern classification. Therefore, 
it is intuitive to develop an evaluation method by 
employing statistical pattern classification to imitate 
subjects' behavior in a subjective listening-opinion test. In 
this paper, we propose a novel output-based evaluation 
technique using statistical modeling, which is in line with 
a subjective listening-opinion test. The proposed method 
was motivated by two facts: (i) the subjects in a listening 
test do in fact perform a quality pattern classification 
process in terms o f their perception o f the speech signal,

and (ii) in the process o f a listening test, the subjects 
listen only to the output speech signal o f the system under 
test, not hear the original input signal (i.e., the reference 
signal).

2. t h e  p r o p o s e d  m e t h o d

Fig.1. The Block Diagram of The Proposed Method

The block diagram o f the proposed method is 
shown in Fig.1. We assume that subjective quality scores 
are classified into Q  categories, denoted by Y (q) , 
q=1,2,...,Q. The observation features, representing the q- 
th quality category, denoted by O(q), are extracted by the 
pitch power density analysis. The observation features 
O(q) are characterized by GMD-HMMs x (q),q = 1,...,Q . The 

aim o f the proposed method is to minimize the mean 

squared error between the predicted MOS values Y and 
the true MOS values Y  given observations, i.e., let 
E[(Y -  y )2 | o] approaches to minimum. The solution is a 

conditional expectation as Y = E[Y  | O ]  = J Y p ( Y  | O)dY .

Since there are Q quality categories, The conditional 

expectation becomes y  = E[Y |O] = j ^ Y ( q )p (Y(q)  |O) The
q=1

conditional probability p(Y (q) | O) can be calculated by
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p(Yq | O) — Jp(Yq |A«)p(X r> |O) 
i-1

Using Bayesian inference, the posterior probability can be 
reformulated by the prior probability, p(A(i)), and the 

likelihood, p(o  | A(i) ), as below,

* Y » | O ) - ± p ( Y '« i l . ' « )  Q’ ( O |^ , ;p ( / ' ' ), ,  <*>
«  rn .1  p i o i ' 1) p (^ (" ))

Since we assumed that the speech signal of the q-th 
quality category is generated by the corresponding 
statistical model i, we have p (Y (q) | Â0)) -  1 if i — q and 

p(Y(q) | A(i)) — 0 if i * q . Therefore, we may rewrite 

Eq.(1) as

p(Y POI^q))p (^ y) (2)

j^p(o|A <"') p (i^ )
m —1

In Eq.(2), the prior probability can be estimated from the 
training data, i.e., the probability of each existing quality 
category. The likelihood is estimated by a GMD-HMM.

In the proposed method, we employ the spread 
pitch power density values as the observation features for 
representing different speech quality categories. The 
feature extraction process consists of the following steps: 
(1) Voice Activity Detection; (2) Level normalization & 
IRS filtering; (3) Time-frequency mapping; (4) Outer and 
middle ear transfer function; (5) Transform to pitch 
(Bark) domain; (6) Adding internal noise; (7) Frequency 
domain spreading; Finally, the logarithmic values of the 
spread pitch power density are chosen as the observation 
features for each speech frame, denoted by O(t,u).

The joint conditional observation densities 
p(O | A(q)) are estimated by GMD-HMMs. There are Q 

such GMD-HMMs x(q}, where xiq) — {n(q\  A{q), B(q)} 

denotes the set parameters of the q-th N-state GMD- 
HMM used to characterize the q-th speech quality 
category, of which n(q) represents the initial state 
distribution, A(q) is the transition probability matrix, and 
B(q) is the parameter vector composed of mixture 
parameters B(q} — {«ik0, /u(iq>,a\qy} for state i. The training

of the parameters of the GMD-HMMs is performed with 
the expectation-maximization (EM) algorithm. A starting 
point is determined by clustering the training data with 
the K-means algorithm in our study.

3. EXPERIMENTAL RESULTS

The experimental data consist of seven subjective 
quality MOS databases obtained in two listening opinion 
tests as described in Experiment One and Three of the 
ITU-T P-Series Supplement 23[8]. We combined these

1 2 3 4 5  1 2 3 4 5
Original MOS Oria irel MOS

Fig.2. Predicted MOSs. *: P.563; o: Proposed Method

seven databases into a global database, giving a total of 
1328 MOS scores. Three-quarters of the global database 
was used for training, while the remaining was used as a 
validation data set. The correlation coefficient (p) and 
standard error of estimate ( S  ) were used to evaluate the 
performance. The results are shown in Fig.2. From the 
results, it can be observed that the correlation of the 
proposed method attained 0.9012 with a standard error of 
0.3390 across the whole databases. This compares 
favorably with the P.563, which provides a correlation 
and standard error of 0.8422 and 0.4493, respectively. 
The results demonstrated the ability of the proposed 
method to predict speech quality scores without any 
reference signal.
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1. INTRODUCTION

Stevens (1989; 2002) proposed that phonemic 
categories play a fundamental role in speech perception. 
According to this view, there is a process for specialized 
speech perception mechanisms to extract prototypical 
categories from variable acoustic inputs, and discard the 
variability to unmask the underlying phonetic or featural 
prototypes. One important support for this model is said to 
come from studies on categorical perception. For example, 
Cienfuegos et al. (1999) presented evidence that the deficit 
in categorizing acoustic properties of speech sounds may 
hinder the analysis o f phonemes, and lead to the difficulty in 
language processing in schizophrenia.

Nonetheless, the assumed role of categorical perception in 
speech perception has been increasingly challenged in 
recent years. One major objection is related to the definition 
o f categorical perception itself: true categorical perception is 
supposed to occur when discrimination is completely 
predicted by categorization, but this has never been 
demonstrated experimentally (McMurray et al., 2003). 
Schouten et al. (2003) pointed out that most discrimination 
tasks in categorical perception studies are subject to bias 
effects: the nature of the task usually compels subjects to 
use a labeling strategy. Subjects may prefer one response 
type to another, or they may refer the stimuli to an internal 
criterion of their own. When response bias is eliminated, 
categorical perception seems to fail. Furthermore, some 
studies have shown that listeners preserve sensitivity to fine­
grained acoustic variation within phonetic categories in 
patterns o f lexical activation (McMurry et al., 2002). 
Though small acoustic differences in Voice Onset Time 
(VOT) have minimal effects on phoneme identification, 
they have significant effects on lexical access.

Apart from the problems with categorical perception itself, 
the exact relationship between categorical perception and 
speech perception should be further studied. One intuitive 
inference from Stevens’ model would be that speech 
perception is realized on the basis o f the perception for 
individual phonemic categories. We will test such an 
inference in the present study.

2. M ETHOD

Three English words (IN, SIN, TIN) were read by a 
young native female English speaker, and digitally recorded 
using the VisiPitch IV system (Kay Elemetrics Corp.). The 
stimuli were further edited using the software Cool Edit Pro. 
Five categorically well-defined tokens (S = /S/ from SIN, T 
= /T/ from TIN, A1 = IN, A2 = /IN/ from SIN, and A3 = 
/IN/ from TIN) were extracted from the original stimuli. Six 
synthetic words were then constructed from these five 
tokens (A2, A3, SA1, SA3, TA1, TA2).

A 6x2 factorial design was adopted for the experiments. 
Factor one (Words) has six levels (the six synthetic words), 
and Factor two (Hearing Conditions) has two levels 
(normal-hearing and hearing-impaired). In Part one, the 
perception of the six synthetic words with the three natural 
words was compared under normal hearing conditions. An 
ABX task format was employed to reduce bias effects. The 
first two words (A, B) were a pair consisting of one natural 
word and one synthetic word, and X was always the natural 
word. The stimuli were delivered through high quality 
earphones. Subjects were prompted to report whether X was 
the same word as either A or B after each presentation. The 
serial position at which the natural word occurred within 
each task series was also controlled. Thus a total o f 36 (6 x 
3 x 2) task series were presented.

In Part two, the three natural words and the six synthetic 
words were processed through a hearing loss simulation 
system (University of Ottawa, 2004) to simulate the aging- 
induced hearing loss corresponding to a 65 year-old man 
(normalized data according to ISO 1999). The hearing 
thresholds were around 20dB for lower frequencies (125 Hz 
to 1 kHz), but significantly increased to about 80dB at 
higher frequencies (6 kHz to 8 kHz). The same ABX task 
format was employed in Part two, the 36 series of stimuli 
differed only from those in Part one due to the simulated 
hearing loss. As a result, some phonemes (e.g., /S/) of 
certain words were acoustically suppressed.

Preliminary data is available for 4 university students, all 
native English speakers with normal hearing. Presentation 
of the stimuli was controlled by a customized computer 
program (Visual C++). The order o f presenting the 36 task 
series within each part was randomly determined by the
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computer program. The order of completing Part one and 
two was also counterbalanced between subjects.

3. RESULTS

In most cases, native English speakers perceived 
the synthetic words to be distinguishable from the natural 
words, even when a synthetic word and a natural word 
consisted of tokens from the same categories (e.g., SIN and 
SA1). Specifically, they had little difficult in perceiving the 
difference between IN and all synthetic words (F(5,84) = 
1.260, p = 0.289), also the difference between SIN and all 
synthetic words ((F(5,84) = 0.60, p = 0.70). But subjects 
seemed to be confused by TIN and some of the synthetic 
words (F(5,84) = 2.576, p = 0.032).
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Fig. 1. The percentage of correctly identifying a natural word from 
a word-pair consisting o f a natural word and a synthetic word 
under normal hearing conditions

When hearing loss was involved, the acoustic cue for the /S/ 
was largely suppressed. Yet this suppression had little effect 
on the performance of identifying the natural words from 
synthetic words, either for IN (F(1,84) = 0.70, p = 0.405), or 
SIN (F(1, 84) = 0.333, p = 0.565), or TIN (F(1,84) = 0, p = 
1 0 )___
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Fig. 2. The percentage of correctly identifying a natural word from 
a word-pair consisting o f a natural word and a synthetic word 
when hearing loss was involved

No interactions between synthetic words and hearing 
conditions were significant. Interestingly, the suppression of 
/S/ by hearing loss made the acoustic waveforms for SA1 -  
IN, A2 -  SIN hardly distinguishable. However, it resulted in

A2 A3 SA1 SA3 TA1 TA2

A2 A3 SA1 SA3 TA1 TA2

little perceptual disturbance for the subjects. A paired t test 
showed that the effect by this acoustic suppression was not 
significant, t(15) = 1.861, and p = 0.083.

4. DISCUSSION

Critics to Stevens’ model had raised doubts about 
some problems associated with categorical perception. But 
the exact relationship between categorical perception and 
speech perception had barely been discussed. In the present 
study we tested whether speech perception is realized on the 
basis of the perception for individual phonemic categories in 
speech sounds.

In our experiments, all the six synthetic words consisted of 
well-defined phonemic categories (extracted from natural 
words). However, the synthetic words were perceived 
differently from the natural words, even when both 
consisted of tokens from the same categories (e.g., SIN and 
SA1). With the suppression of certain categories due to 
simulated hearing loss, a synthetic word and a natural word 
(though consisting o f different categories) might also 
become acoustically similar (e.g., SIN and A2), yet subjects 
had little difficulty perceiving the difference. These results 
seemed to suggest that speech perception does not depend 
on the perception for single categories. This is consistent 
with findings from studies on co-articulation effects, 
whereby speech sounds are not produced as isolated 
gestures, but are superimposed in a context-dependent 
fashion (see Fowler, 2005). Thus, speech perception is more 
likely based on perception for co-articulated categories 
rather than single phonemic categories. For example, when 
information about one category was unavailable, listeners 
could rely on information from another category that co­
articulated with it. This may have implications for hearing 
aid processing.
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1. in t r o d u c t io n

The effectiveness of a video conferencing system is 
determined by diverse factors such as video and audio quality, 
interactive system control mechanisms, and the ability of the 
system to track conversation. System performance is often 
based on the subjective assessment of criteria that lack the 
rigor necessary to obtain definitive comparisons between 
different systems and strategies.

An automated video conferencing system emulating the 
skill of an expert videographer in capturing the visual and 
audio dynamics of a presentation is of great value for video 
conferencing [1], tele-presentations [2], meeting archiving 
[3], and possibly surveillance.

2. o b j e c t iv e

We are concerned here with tracking talkers 
visually and acoustically during a conversation and obtaining 
performance metrics that can be conveniently measured, 
compared between systems, and related to subjective 
judgments of performance. As an initial step, a metric is 
defined for the ability of a video conferencing system to 
follow the talker transitions in conversation with multiple 
participants. The methodologies are applicable to a generic 
multimodal system [4] and are implemented in a system 
independent manner to determine the audio and video 
switching delays independently, and are demonstrated using 
a prototype system that combines independent audio and 
video talker localization [1].

cm) from the array and camera center, with 120° angular 
separation. The LED flash duration td is varied and if the 
system latency is less than td then the observer sees the 
flash (a ‘hit’). The first of a pair of tone bursts occurs at the 
event time, and the other occurs td later. The response of the 
microphone array is loudest when steered at the source so, if 
the system steers to the source fast enough, the second pulse 
is heard to be louder than the first and a ‘hit’ is declared for 
that event.

During a synthesized conversation scenario, the observer 
indicates when a hit or miss occur and the responses are 
collected on-line. About 30 runs, each with a range of 40 
delays, were used to estimate each PDF. Multiple audio 
pulses and video flashes were used at each event to enhance 
the statistical significance of the observations. Both noise 
and recorded speech are used as audio sources. For speech, 
randomized phrases from a list of Harvard Sentences were 
used, with a male and a young female voice.

j E ven t 1 | E ven t h
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System
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3. m e t h o d  a n d  a p p a r a t u s

Pre-recorded ‘conversations’ are used with two 
talkers (or noise sources) speaking alternately. Audible and 
visible markers are inserted into the scene at a variable delay 
td from the onset of each transition (event), as in Fig. 1. If the 
steering mechanisms are able to switch fast enough to display 
the marker then the event is recorded as a ‘hit’, otherwise it 
is a ‘miss’. The probability of a hit as a function of marker 
delay gives the system latency probability distribution 
function (PDF).

The visible marker is an LED flash and the audible marker 
is a pair of 1 kHz tone bursts 15 ms long. The markers are 
synchronized as in Fig. 1 and are presented through speakers 
and an LED light system as shown in Fig. 2. Two sets of 
speakers and lights are positioned at the same distance (~90

Figure 1 Timing Sequence. On the left (a ‘miss’), the video and 
audio markers are finished before the system (lower trace) 
steers to the active talker. On the right (a ‘hit’), the system 

responds fast enough to catch part of the video indicator and 
the second of the two audio markers.

4. o b s e r v a t i o n s

Figure 3 shows the video and audio latency PDF 
with a sigmoid function overlaid. The video and audio 
PDF have similar slope and spread but are offset by about 
600 ms. The PDF data for noise and speech are similar in 
both cases. The video PDF curve has a positive zero-delay 
intercept because the system video and data buffers allow 
non-memoryless processing.

The mean system response delay is estimated by the midpoint
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of the sigmoid and the maximum delay by projecting the 
tangent at the mid point to the top axis, as shown by the large 
solid dots in Fig. 3. The proposed metric comprises these 
four values (mean and maximum delay for audio and video 
system response).

problematic for estimating the maximum delay accurately. 
The tangent method is a convenient approximation.

The shift of the audio PDF relative to the video is due mainly 
to the message packet queue used for steering the microphone 
array in the prototype Panocam system.

Figure 2 System setup. The 16-microphone array, panoramic 
camera (center of array), speaker on tripod, and LED light 

system are shown. Another speaker and light system are

located 120° about the array.
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Figure 3 System response probability distribution function 
(PDF) indicating the probability that the system will response 

at least as fast as the ordinal delay. Estimated PDF values 
(points) from measurements are fit to a sigmoid function 

(lines). The metric for system response comprises the delays at 

the four solid dots. (Numbers in the legend are dataset codes.)

5. CONCLUSIONS AND DISCUSSION

System processing is synchronous with the video frame rate 
(about 7 fps), yet the sloping PDF indicates variations in 
response time in excess o f250 ms. There are three identifiable 
contributors to this variation; the timing of the event relative 
to the start of the video frame, the asynchrony of the audio 
buffer and video frame, and jitter in the messaging system 
between the audio and video subsystems.

The video frame buffer memory allows a PDF with a non­
zero value at zero delay. The video display, however, is 
delayed by the frame buffer interval and contributes to the 
system display latency.

The choice of sound source (noise, or male or female speech) 
has been observed to make minor differences in the PDF. Our 
scenario assumes a conversation is underway, with talkers 
identified, but the PDF may vary at the introduction to a 
conversation. A half-second of silence was inserted between 
events to model ‘polite’ conversation; other scenarios, such as 
interrupting or overlapping conversation, may give different 
results. The video and audio markers are thought to have little 
impact on the system operation.
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1.0 in t r o d u c t io n

Most acoustical reports and even papers do not include 
margin of errors when reporting measurement results. Also, 
in many occasions assessments are made with only one 
measurement being taken. This paper examines the possible 
causes for the lack of statistical analysis in acoustics and 
makes some recommendations on how to provide more 
meaningful results.

2.0 SOME (BASIC) STATISTICS

Mistake is the common way of indicating that something 
that could have been prevented went wrong during a 
measurement. Examples could be: setting the SLM in dBA 
while performing frequency analysis, or measuring the noise 
from a source, while not paying attention to the background 
noise.

Error, on the other hand, is something inherent to the 
measurement. It cannot be prevented, but only minimized. 
Examples could be instrument error, errors due to reflecting 
surfaces in the vicinity, changing environmental conditions 
etc. Statistically, an error is the difference between the 
measured value and the “true” value that is not known.

Any book on statistics will make the difference between a 
systematic and a random error. The first shifts the mean value 
of the measurements in one or other direction. We can still 
have accuracy (good repetition ofthe results) but not precision 
(the mean value is shifted with respect to the “true” value). 
This is a typical error often caused by improper calibration of 
a measuring instrument. Random error, (probably caused by 
using instruments with poor accuracy) affects the variability 
of the measured values. We do get precision, but a large 
variability.

The most common way of calculating a “true” value 
is by repeating several times the measurement. Then, this 
“true” value is calculated as the mean value of those results. 
However, since the number of measurements is limited, there 
is a need to calculate the probability that this is really the “true” 
value. That is when the term of standard deviation comes into 
play. Its physical meaning is that there is 68% of probability 
that the “true” value is within the range of the mean value of 
the measurement results +/- one standard deviation. If two 
standard deviations are taken, then the probability increases 
to 92%. If the results of measurement is reported as 85 dB 
+/- 2.5 dB this will indicate that:

a) We are dealing with a phenomenon where individual 
observations are normally distributed (as most physical 
phenomena are),

b) The mean value of the measurements was 85 dBA, 
and

c) There is a 68% probability that the “true” value will be 
any value between 82.5 and 87.5 dBA.

Does it means then that this “true” value could be 82.5 
or 87.5 dBA. The answer is definitely “YES”! Obviously, this 
opens the door to speculations, but this is the nature of the 
beast: we really cannot ascertain the mean value is the “true” 
one.

3.0 s t a t is t ic s  a n d  a c o u s t i c s

Now, what is the situation in acoustics? Measurements 
are, or should be done following normalized procedures and 
instruments that fulfill requirements set in standards. In a 
typical sound level measurement, the accuracy ofthe calibrator 
is better than 0.1 dB, same as this of the SLM. However, the 
accuracy of a field sound level measurement is in the order 
of +/- 2 dBA. In the case of an audiometric test the situation 
is similar: the accuracies of the calibrator as well as of the 
audiometer are a fraction of a dB. However, the accuracy 
of the measurement itself is between 3 and 5 dB for the air 
conduction and between 4 and 8 for the bone conduction. 
The same can be applied to most field measurements, where 
the accuracy of the instrumentation greatly exceed this of 
the measurement itself. This is due mainly to the interface 
instrument -  measured object (reflections, background noise, 
to name some of them).

Surprisingly, even instrument brochures and manuals 
seldom report the accuracy of the stated characteristics 
(sensitivity, frequency response, etc).

It should be mentioned, that not many standards include 
procedures for determining the accuracy ofthe measurements. 
In that respect, for instance, the CSA Z107.56 [1] states that:

a) Measurements should be repeated until the differences 
fall within a certain range, and

b) When measuring noise exposure of groups, a certain 
procedure should be followed to ensure a given degree 
of accuracy.

Some ISO standards (e.g., ISO 1996-1 [2], adopted by 
CSA) requires that the test report include “...uncertainty of 
the results and methods used to take them into account”. 
Interesting enough, the ISO 1996-2 [3] standard, also adopted 
by CSA, does not include any requirements regarding accuracy 
or uncertainty. However, the latest Draft ISO Standard (DIS) 
1996-2 [4] does require uncertainties in prediction and in 
measurements to be reported.
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Recently, the International Organization for 
Standardization (ISO) has issued a directive, that no standard 
should be produced unless it contains a section regarding the 
determination of the uncertainty of the measurement.

The issue of uncertainty has become so important that last 
June in Le Mans (France), the INCE/Europe and CIDB had 
organized the symposium MANAGING UNCERTAINTIES 
IN NOISE MEASUREMENT AND PREDICTION including 
over 125 papers.

From the above it follows that when the uncertainty is 
an issue, the measurement has to be repeated several times. 
This, of course, can be a problem in a field situation, where 
cost and time are an issue.

In summary, this author consider that uncertainty should 
be determined in the following situations:

a) Laboratory measurements, and
b) When the results are close to limits set by regulating 

authorities
c) When compliance with a standard has to be 

demonstrated.

Also, when performing measurements, they should be 
repeated to confirm the results, especially when

a) Results do not make sense
b) Where personal perception is not baked-up by the 

measurement results (e.g., pure tones or low frequency 
rumbling)

Obviously, there is no need to underline the importance of 
the use of common sense applied to any particular situation.
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1. i n t r o d u c t i o n

Efficient analysis and processing of audio signals 
would lead to a better utilization of computer vision and 
machine learning technologies in automating audio related 
applications. Audio and speech are highly non-stationary 
signals with a time-varying spectrum. It is difficult to 
analyze them using simple signal processing tools. Most of 
the existing techniques segment the audio signals and 
assume the signal to be quasi stationary within the short 
periods and apply stationary signal processing tools. 
However these approaches suffer from fixed time-frequency 
resolution and cannot accurately model the time varying 
characteristics of the audio signals. An adaptive joint time- 
frequency (TF) approach would be the best way to analyze 
audio signals.

The two well-known time-frequency approaches are based 
on 1. Signal decomposition, and 2. Bilinear TF distributions 
(also known as Cohen's class) [1]. In order to perform an 
objective analysis and to extract useful parametric 
information, the TF decomposition based approach would 
be ideal. Hence, the proposed methodology uses an adaptive 
TF transform (ATFT) based on the matching pursuit (MP) 
algorithm with Gaussian TF functions [2].

Majority of the audio and speech applications perform some 
combination of the following operations: (i) Compression 
and (ii) Feature extraction (for pattern recognition), and (iii) 
Denoising. The output specification for each of the above 
operations is grossly different. This paper is an attempt to 
present the proposed adaptive TF technique as a unified 
methodology (block diagram shown in Fig. 1) in addressing 
all the above operations on audio and speech signals. The 
paper is organized as follows: Section 2 covers the 
methodology comprising the subsections of ATFT, audio 
compression and audio & speech classification. Section 3 
covers the time-width versus frequency band mappings. 
Discussion and Conclusions are given in Section 4.

2. m e t h o d o l o g y

2.1 Adaptive time-frequency transformation

The core of the proposed methodology lies in the 
adaptive TF transformation based on the MP algorithm. MP, 
when used with a dictionary of TF functions yields an

Thanks to NSERC and MICRONET for funding this research work.

adaptive time-frequency transformation [2]. In MP any 

signal x(t) is decomposed into a linear combination of K 
TF functions selected from a redundant dictionary of TF 
functions g (t) as given by

,  (t ) - g  - i . g f exp 0  ( 2 f t  .<»,)) a  is
n -  0 - \ s n  V S n J

the expansion coefficient, the scale factor sn also called as

octave or time-width parameter is used to control the width 
of the window function, and the parameter pn controls the

temporal placement. The parameters f n and <j>n are the

frequency and phase of the exponential function 
respectively. The signal is projected over a redundant 
dictionary of TF functions with all possible combinations of 
scaling, translations and modulations. At each iteration, the 
best-correlated TF functions to the local signal structures are 
selected from the dictionary. The remaining signal called the 
residue is further decomposed in the same way subdividing 
them into TF functions.

2.2 Audio compression

In the audio compression application, we first 

modeled the audio signal (5s segments at 44.1k/s) with K 
number of TF functions that either captures 99.5 % of the 
signal energy or to a maximum of K  =10,000. The TF 
decomposition parameters ( an, s n, p n, f n, ) were

analyzed and a novel TF psychoacoustics model was 
applied to discard the perceptually irrelevant TF functions. 
The perceptually filtered K  TF functions were then 
quantized using 54 bits/ TF function. A curve fitting 
technique was used on the energy an parameter to

significantly further reduce the total number of bits. An 
audio database containing 8 stereo signals of 20s long were 
used for testing. Compression ratios as high as 40 were 
achieved with an average SDG (subjective difference grade) 
of -1.1. The proposed technique performed exceedingly well 
for classical type of music compared to the existing 
techniques.

2.3 Audio and Speech Classification

A database of 170 audio signals containing 6 
groups (rock, classical, country, folk, jazz and pop) of music
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signals were decomposed using the ATFT algorithm. The 
octave parameter sn demonstrated high discrimination

between the classes of signals. The octave distribution was 
computed over three frequency bands and used as features. 
A set of 42 features were extracted and used in classifying 
the six music groups. A classification accuracy of 97.6 % 
was achieved [3].

A database of 212 speech signals containing 51 normal and 
161 pathological signals were used in the study. The 
distribution of octave parameter, the energy an capture rate

and center frequency f n of the TF functions demonstrated

high discriminatory behavior between the normal and 
pathological signals. 3 features were derived and used for 
classifying the normal and pathological signals. A 
classification accuracy of 93.4% was achieved [4]. A 
sample energy an capture curve and octave sn distribution

are shown in Figs. 2(a) and 2(b). ATFT’s inherent capability 
of denoising [2] helped in both the above discussed 
compression and classification applications to remove the 
insignificant signal components.

3. TIME-WIDTH VS FREQUENCY 
BAND MAPPING (TWFB)

Often when TF visualization of a signal is 
required, a TFD is constructed. Classical TFDs are non 
parametric and lacks the flexibility to relate visual patterns 
with a model or decomposition parameters. A more ideal 
choice of visualization would be that which preserves the 
parametric benefits of the decomposition. The idea is to 
generate a TF subspace mapping using the decomposition 
parameters that would serve as a (1) good parametric 
visualization tool, (2) an organized subspace mapping and 
(3) flexible TF subspace extractor that could address various 
denoising/ source separation problems. Of the five TF 
decomposition parameters discussed, ( an, sn & f n ) would be

more appropriate to generate a subspace mapping. We form 
a 3D visualization by accumulating the energy for every 
combination (tile) of ( sn & f n ). The step size of ( sn & f n )

decides the resolution of the visualization. Figs. 2(c) to 2(f) 
show the spectrogram & TWFB mappings of a clean speech 
signal and a noisy speech signal (AWGN at 5dB). One can 
clearly see from Fig. 2(f), the tiles corresponding to the 
noise standing out separately. TWFB map is sensitive to 
signal structures; hence we could easily filter out or separate 
signal components that differ in structural content. This 
ability to segregate structural signal components can also be 
used to characterize different classes of (audio) signals.

Fig. 1: Block diagram of the proposed methodology

4. DISCUSSION AND CONCLUSIONS

A unified adaptive TF decomposition based 
methodology for processing audio and speech signals was 
presented. The proposed non-stationary signal analysis tool 
performed well with diverse operations related to audio and 
speech applications. The proposed methodology is 
computationally expensive but considering the rapid 
hardware advancements this should not pose a problem in 
near future. A novel TWFB mapping was introduced which 
demonstrates high potential to form as a versatile parametric 
visualization/pattern recognition tool.
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Fig. 2: (a) A sample energy capture curve, (b) A sample octave 
distribution, (c) Spectrogram of clean speech, (d) Spectrogram of a 
noisy speech (5dB), (e) TWFB map of a clean speech, (f) TWFB 
map of a noisy speech signal (5dB) showing distinctly the tiles 
corresponding to noise signal components.
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1. I n t r o d u c t i o n

In this paper, the performance o f nonlinear adaptive filters 
in modeling devices with mild and moderately strong non­
linearities such as hearing aids is investigated. The Volterra 
series based nonlinear adaptive filter structure and bilinear 
adaptive filter structure are compared with their linear coun­
terparts o f equal number o f tap weights. Experiments for 
two types o f hearing aids using human voice sequences are 
carried out in a system identification fashion. The number of 
tap weights used range from 200 to 800 and the adaptation 
is done in normalized least mean squares (NLMS) form 
(Haykin 2002). Few graphical results o f system identification 
with white noise input is shown for both Volterra and bilinear 
cases. The use o f such filters for hearing aid modeling is 
then discussed. The results on the improvement attainable 
using nonlinear filters are presented. They verify the existence 
o f nonlinearities in hearing aids and that nonlinear adaptive 
filters are better suited for hearing aid modeling compared 
to their linear counterparts with equal number o f filter coef­
ficients. The signal to noise ratio improvement in modeling, 
shows improvements in the range o f 5% to 50%. The problem 
dependent but important aspect o f the careful selection o f the 
number o f linear weights (coefficients o f linear terms) and the 
number o f nonlinear coefficients (coefficients o f the nonlinear 
terms) is discussed.

2. N o n l i n e a r  F i l t e r s

While linear filters are predominantly used in practice, 
there are many applications where nonlinear filters are re­
quired. Truncated Volterra series expansion based filters and 
bilinear filters relate the input signal o f a (nonlinear) system 
to the output using a polynomial model o f nonlinearity 
(Mathews 1991). Bilinear filters reduce the large number 
o f coefficients required in Volterra form by using a recur­
sive nonlinear difference equation. Bilinear filters have been 
successfully used to reduce the saturation effects o f active 
noise cancellation systems (Kuo & We 2005). Hearing aids 
are known to be nonlinear devices. Therefore, the use of 
nonlinear adaptive filters for the modeling o f hearing aids 
should produce better results than linear adaptive filters.

2.1 Volterra Series Expansion

Let x(n) and y(n)  represent the input and output signals 
respectively. The Volterra series expansion for y(n) using

x(n) is given by

y{n) = h0 + h i( i i )x (n  -  h )  + ■

oo oc

, I ]  H  • • •  H ( M * i . * 2 .  

' i\= 0^2 =  0 ip =0

,*p)

x{n — i i ) x (n  — i2 ) • • • x{n — ?'p))

(1)

thwhere hp(i1, i 2, • • • , ip)x(n — i 1)x(n — i2) is called the p 
order Volterra kernel o f the system.

2.2 Bilinear Filters

Volterra series representation requires a large number of 
coefficients to handle higher order nonlinear systems. An 
alternative representation is the recursive nonlinear difference 
equation including the simple model characterizing bilinear 
filters with input-output relationship,

(2)
y(n) = Ciy(n - *) + 53 5Z bi’jy(n ~ j ) x (n ~ *) 

i=l i= 0 j=l

N — l

+ a. ix{n  -  i) 
i= 0

3. H e a r i n g  A i d  M o d e l i n g

The performance ofhearing aids are usually modeled using 
human voice sequences rather than white noise. A reference 
signal (an audio recording) is fed to the hearing aid while 
the output o f the hearing aid is recorded. Consequently, 
The reference signal and the hearing aid output should be 
aligned over time to compensate for the delays involved. 
This can be done by simply locating the maximum of the 
cross-correlation. For the purpose o f comparison, the non 
linear adaptive filter and a linear filter o f equal length should 
be compared. i f  the number o f samples considered (and 
therefore the number o f linear coefficients) is N , the total 
number o f coefficients is N  +  N 2. For example if  a Volterra 
filter is compared with a linear filter with 240 taps, the 
Volterra filter can comprise o f 15 linear coefficients and 
152 =  225 nonlinear coefficients. The small number of 
linear coefficients and the comparatively very large number 
o f nonlinear coefficients are not desirable to model mild 
and slightly strong nonlinear filters. Therefore the coupling 
between the number o f linear coefficients and the number 
o f nonlinear coefficients is removed and filters with length 
M u + M nl are compared. Here M nl, the number o f nonlinear 
coefficients, is a square number and M nl <  M li, which is 
the number o f linear coefficients. in  the implementation, the 
latest M  =  M u + M nl samples, u li, (1 x M ) are selected

o

N  — 1 N - 1  N  — 1
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(a) LMS (b) VLMS (c) error

Fig. 1. LMS weights, VLMS weights, VLMS weights error.

(a) FF (b) NL (c) error

Fig. 2. Bilinear filter performance. FF: feedforward, NL: nonlinear weights

a n d  u sed  w ith  the linear filter. T he first M ;i sam ples o f  u ;i
1/2

a n d  the m u tua l p roduc ts  o f  the first M n ; o f  u ;i  are u sed  to 

com pose  th e  in pu t to  the  n o n lin ea r filter u n ; , (1 x  M ).

4. E x p e r im e n t s  a n d  R e s u l t s  

4 .1  V olterra an d  B ilin ear F ilters

A  second  o rd e r V olterra filter w as im p lem en ted  fo r sys­

tem  iden tifica tion  o f  a  no n lin ea r system  w ith  the fo llow ing  

V olterra kernels. R esu lting  p lo ts  are  show n in  F igure  1.

h i :

h2 =

-0.78

0.54

1.86

-1.48

3.72

0.76

1.86

1.41

-1.39 0.04J

-0.76 

1.52

3.72

-0.76

1.62

0.12

0.76

-1.52

- 0.12

-0.13

A  b ilin ea r filte r w as te sted  for a  system  iden tification  

p ro b lem  fo r a  system  w ith  the param eters  a , th e  feed fo r­

w ard  w eigh ts, b, th e  no n lin ea r w eigh ts, and  c, th e  feedback  

w eigh ts. R esu lting  p lo ts  are  show n in  F igu re  2.

b =

1.0 .3
d

.50.- - . 0
5

T

0.027 0.036 0.043 0.042

0.021 0.038 0.020 -0.038

0.2 -0 .3  0.4r
0.036 0.038

H ere , b is show n in  a  m a trix  fo rm  in s tead  o f  the v ec to r for 

convenience. T he en tries in  b w ere  d elibera te ly  se lec ted  to 

be  an  o rder o f  m agn itude  sm aller to  ensure convergence.

4 .2  H earing  A id  M odeling  R esu lts

T he ab ility  o f  linear and  n o n lin ea r filters o f  m ode ling  

h earin g  a ids w as com pared  fo r tw o d iffe ren t types o f  hearing  

a id s: A  w ith  a  m ild  n o n linearity  and  B  w ith  a  m o dera te ly  

strong  nonlinearity . T he com parison  m easure  u sed  w as the 

p e rcen tage  S N R  im provem en t ga in ed  b y  u sin g  th e  n o n linear 

filte r as

( S / N )n  -  (S /N
Improvement x 100% (3)

[(S/N)nl + {S/N)h ] /2 

; is the S N R  be tw een  the desired  signal andw here  ( S / N )

th e  m o de ling  e rro r due to  the use  o f  the n o n lin ea r N L M S

Table 1. Volterra based hearing aid modeling, SNR improvement for A
Length M M U M ni Run Improvement

249 249 49 0.8 50000 4.6324%
249 249 49 0.2 50000 9.0757%
500 500 100 0.2 50000 12.3211%

Table 2. Volterra based hearing aid modeling, SNR improvement for B
Length M Mu M ni Run Improvement

249 249 49 0.8 50000 7.8183%
249 249 49 0.2 50000 6.1692%
500 500 100 0.2 50000 7.8698%
500 500 400 0.2 50000 55.7738%

filter and  ( S / N ) ;i is th e  sam e ra tio  fo r the linear N L M S 

filter.

Table 1  and  Table 2  sum m arize  the resu lts  fo r m ode ling  

h earin g  a id  A  and  m o d e lin g  hearing  a id  B , respective ly , using  

V olterra series b ased  n o n  linear filters. M  is the n u m b er o f  

filte r coeffic ien ts an d  M ;i and  M nl are  the linear and  n o n ­

linear coeffic ien ts respectively . T he convergence p aram eters 

U and  th e  ru n  len g th  (ite rations) are  also  listed.

H earing  a id  m od e llin g  w as done using  b ilin ea r filters 

an d  com pared  w ith  the linear coun te rparts  o f  equal length. 

Table 3  show s the resu lts  fo r m o d e lin g  hearing  a id  B . M f f ■- 

M f b  an d  M nl are  the n um ber o f  feed  fo rw ard  coefficients, 

n u m b e r o f  feedback  coeffic ien ts and  the  n u m b er o f  n o n linear 

coeffic ien ts respectively . T he ru n  leng th  w as se lec ted  to  be 

10000. B ilin ear filters b e in g  n o t as exact as V olterra filters in 

app rox im ating  the n o n lin earity  cou ld  be  a  reaso n  fo r w eaker 

perfo rm ance.

5. D is c u s s io n

N o n lin ea r adaptive filters p e rfo rm  sign ifican tly  b e tte r than  

th e ir  lin ea r co u n te rparts , in  app rox im ating  m ild  and  m o d e r­

a te ly  strong  n o n lin ea r hearing  aids. A s the  no n lin ea rity  o f  the 

dev ice becom es stronger, a  la rger n u m b er o f  no n lin ea r co e f­

fic ien ts shou ld  be  used . T he S N R  im provem en t in  m odeling , 

show ed  im provem ents in  the range o f  5%  to  50% . T he m atch  

b e tw een  the n u m b er o f  linear and  the  m u m b le r o f  n o n linear 

coeffic ien ts shou ld  be  se lec ted  to  su it th e  system  in  question . 

T he S N R  seem s to  v a ry  d epend ing  o n  th e  above coeffic ien t 

n um bers  and  the  values o f  convergence  param eters  selected. 

T hese effects shou ld  fu rther be  investigated .
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M M f f M fb M nl l-la l-i-b l-lc Impr.
205 103 102 0 0.2 0.005 0.01 0.88553%
205 100 99 6 0.2 0.005 0.01
1379 690 689 0 0.2 0.005 0.01 2.4973%
1379 500 499 380 0.2 0.005 0.01
809 405 404 0 0.2 0.005 0.01 7.9348%
809 300 299 210 0.2 0.005 0.01

a

c
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A d v a n c e d  S ig n a l  P r o c e s s in g  T e c h n o l o g ie s  f o r  I n t e l l ig e n t  H e a r in g  A id s

Henry Luo1 and Horst Arndt2
1 - Unitron Hearing Limited; 2 - Consultant

Introduction

Digital signal processing technology has 
experienced a rapid evolution over the past three 
decades. DSP is central to a wide range of 
applications: speech coding and decoding for 
telecommunications, array signal processing for 
radar and sonar, spectral analysis, multimedia 
processing, as well as in devices used in daily 
life and home entertainment.

Approximately 10 years ago DSP began to be 
applied in digital hearing aids due to the 
development of practical low voltage, low power 
silicon technology [1][2][3][4],

DSP Platform for DSP in Hearing Aids

DSP based amplifiers for hearing aids must be 
small, usually less than 20 mm2 footprint and 
less than 3 mm thick. Operating voltage has to be 
between 1.0 and 1.3V. Current consumption has 
to be less than 1.0 mA, so that a standard battery 
can drive a hearing aid for 100 hours or more.

The first practical digital hearing aids were based 
on low power Application Specific Integrated 
Circuit (ASIC) DSP cores. Their designs were 
optimized for efficient execution of FFTs, iFFTs, 
FIR filtering, and applications of gain. Long lead 
times are required to develop the ASIC 
hardware. It is difficult to alter its functionality 
because ASIC systems have a hard-wired, or 
fixed, functionality. But they do allow 
parametric changes via a programming interface 
to optimize gain, frequency response and 
compression characteristics of the device to best 
suit an individual’s hearing loss.

Software controlled, or open, DSP systems with 
low voltage operation and low power 
consumption have also been developed. These 
can run various digital signal processing 
strategies, implemented in the form of 
algorithms. The time required for development 
and algorithm upgrades is significantly shorter 
than with ASIC hardware. [5],

The current DSPs in hearing aids integrate 
algorithm controlled cores with dedicated ASIC 
blocks. These blocks handle the repetitive 
computations of specific signal processing tasks

in the most efficient way thereby meeting the 
computational requirements within the power 
consumption constraints imposed by the hearing 
aid environment. The advantages of flexibility 
for design and algorithm upgrades, is 
maintained.

DSP Algorithms

Adaptive filtering, noise reduction, beam- 
forming, signal enhancement and hearing loss 
compensation can be implemented in the time 
domain, the frequency domain or both. 
Therefore, time-to-frequency and frequency-to- 
time transforms such as fast Fourier Transforms 
or filter banks are usually required to convert the 
signal between the time-domain and the 
frequency-domain.

A. Noise Reduction
The signal-to-noise ratio (SNR) is an important 
factor in hearing and speech perception. Whereas 
normal hearing persons have good sentence 
understanding with an SNR as low as -5  dB, 
hearing impaired persons may need +5 dB SNR 
to do as well.

Signal amplitude modulation has been widely 
used to differentiate between a desired or useful 
signal (speech or music) and noise in a hearing 
aid. Amplitude modulation of a speech or music 
signal in a frequency band is usually higher than 
amplitude modulation of stationary signals like 
pure tones or fan noise, office noise, traffic noise 
and multi-speaker babble.

Amplitude modulation does not on its own 
produce consistently reliable signal detection. 
Signal detection and noise reduction have been 
improved by using additional information such 
as temporal information and timing information 
about the signal and noise in combination with 
amplitude modulation [6], Hearing aid NR 
algorithms now routinely reduce noise by up to 
10 or 20 dB, depending on the type of noise. NR 
algorithms are known to improve signal quality 
and listener fatigue but efforts to improve speech 
understanding need to continue.

B. Hearing Loss Compensation
The most important task of a hearing aid is to 
provide audibility, namely to amplify useful
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input signals to a level that the user can hear. 
Multi-channel hearing instruments can produce 
gain requirements within 5 dB of target.

C. Beam-forming
Monaural beam-forming and binaural beam- 
former processing are the major forms of 
applications which exploit spatial information 
about an acoustic signal and noise. Fixed delay- 
and-sum methods produce a fixed directional 
pattern. When the delay and sum parameters are 
varied an adaptive beam-former that allows the 
directional pattern to steer itself to the location of 
the noise source in order to maximize the 
attenuation of the noise is produced.

D. Feedback Cancellation
Adaptive feedback detectors and active feedback 
cancellers are appearing in many new digital 
hearing aids. The terms “adaptive” and “active” 
usually imply that the feedback canceller 
responds to changes in the acoustic feedback 
path and may be on or off as required to ensure 
stable operation of the instrument. These systems 
adapt quickly to changes in the feedback path 
caused by distortion of the ear canal due to, for 
example, the motion of the jaw when eating or 
speaking. With active feedback cancellation, the 
maximum gain of the system will usually not be 
reduced as it is in a fixed or static feedback 
reduction system.

Intelligent Hearing Aids

An intelligent hearing aid should include at least 
three fundamental capabilities: auditory scene 
adaptation, adaptive signal enhancement and 
adaptive hearing compensation.

Auditory scene adaptation gives the hearing aid 
the capability to detect, recognize and adapt to 
the acoustic environment [7], Adaptive signal 
enhancement gives hearing aids the ability to 
optimize signal quality and to reduce or 
eliminate the interference of noise as it exists in 
the real world. It includes applying adaptive 
filtering, artificial intelligence, array signal 
processing, neural networks and various signal 
processing technologies to achieve signal 
enhancement, noise reduction or even separation 
of the signal from noise. Intelligent signal 
detection, adaptive noise reduction, beam- 
forming or adaptive beam-forming, feedback 
cancellation, and overlapping signal separation 
are key technologies used to achieve signal 
enhancement. Auditory scene adaptation and

adaptive signal enhancement can provide 
benefits for any listener. The same signal can be 
perceived differently depending on individual’s 
hearing loss. Adaptive hearing compensation 
can give more benefits for people with hearing 
loss. When adaptive signal compensation is 
integrated with auditory scene adaptation and 
adaptive scene enhancement hearing perception 
can be optimized. Reliable auditory scene 
adaptation and adaptive signal enhancement will 
allow hearing compensation to be adapted to 
different sound sources and will allow the 
enhanced signal to be optimized for the 
characteristics of individual hearing loss.

Summary

More powerful and more efficient DSP platforms 
of small size and with low operating voltage and 
lower power consumption will be available in 
future for the development of intelligent digital 
hearing aids. Digital signal processing 
technologies and the associated algorithms will 
continue to improve in quality and performance. 
Intelligent digital hearing aids will make it 
possible to maximize hearing aid benefit by 
automatic adaptation to changes in the acoustic 
environment.
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1. INTRODUCTION

Hearing loss is the fastest growing chronic disability is 
Canada. Three million Canadian have certain degree of 
hearing impairment. Sensorineural hearing loss is the most 
common type of hearing impairments, which typically 
results in increased hearing thresholds and increased 
perceived loudness growth. As a result, impaired listeners 
frequently experience difficulty understanding speech, 
especially under noisy conditions [1].

Fourier domain methods such as spectral subtraction 
(S.S.) and Ephraim-Malah filter are effective reducing noise 
in speech processing. Wavelet-based methods are explored 
to reduce computational complexity and to achieve better 
noise reduction performance. Wavelet packet transform 
(WPT) has good time-frequency localization; it may not 
require overlapped signal windows thus process less data. 
Flexible multi-resolution analysis can be easily achieved to 
decompose signal according to critical bands. Some of the 
WPTs also have very reasonable computation complexity.

Loudness compression compensation uses the idea of 
hearing model. The purpose of a model based hearing aid is 
to prewarp the signal so that a hearing impaired listeners 
will hear it just as a normal hearing individual would hear it. 
It is accomplished by combining the normal auditory model 
with the inverse of the impaired model. The sound is 
processed with the model for a normal hearing subject 
followed by the inverse model for hearing impaired 
subjects. This enables close normal hearing perception for a 
impaired hearing.

In this paper, we propose a robust hearing aids system 
which will simultaneously conduct hearing compensation 
and noise removal by using critical band WPT. With a 
reasonable complexity, the new speech enhancement 
scheme can improve perception in noise for hearing- 
impaired listeners. The proposed speech enhancement 
scheme can be used to improve next generation hearing aids 
device performance

2. m e t h o d

Figure 1 shows the block diagram of the proposed 
speech enhancement scheme. First the noisy speech time 
series is decomposed according to psychoacoustic critical 
bands by using WPT. Wavelet coefficients (WCs) of noisy 
speech are perceptually weighted through a weighting 
function incorporating masking properties [2]. The denoised 
WCs are then compressed to compensate recruitment of

loudness problem of hearing impaired on the Compression 
stage. IWPT transform the processed signal back to time 
domain. To evaluate the processed speech on normal 
hearing subjects, Hearing loss simulation introduces effect 
of hearing loss to both original noisy signal and processed 
signal to simulate certain types of hearing impairment.

Figure 1. Block diagram of proposed method

2.1 Modified PTFS noise reduction

In wavelet domain, noisy input-to-noise ratio(INR) is 
estimated in each critical band. Based on the ratio, a 
weighting function H(m,n)=f(INR) is developed. The 
function incorporates properties of masking phenomenon. In 
a noise dominant band, minimum weight is given to 
eliminate noise. In a signal dominant band, WCs are not 
modified under the assumption that noise is masked by 
signal. In a signal noise co-dominant band, WCs are 
weighted by the multiplying the weighting function H(m,n).

2.2 Loudness compression

Compression projects the WCs of input signal in 
normal listener’s dynamic range to the impaired listener’s. 
So that the loudness perceived by the impaired listener is 
equal to that of normal listener. C = Tim+(C- Tnor)A /A (C 
and C are WCs before and after compression, Tim and Tnor 
are hearing thresholds, A and A are dynamic ranges of

normal and hearing impaired) [3]. Wavelet-based 
compression can be easily modified to the subject specific 
model of loudness recruitment.

2.3 Hearing loss simulation

The objective of this stage is to emulate hearing loss 
effect on normal hearing subjects. Only normal hearing
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subjects are needed to d evaluate the enhancing results. 
Spectral smearing [4] can be used to simulate loss of 
frequency selectivity. Adding shaped noise raises the 
hearing threshold of certain bands. In this experiment, 
shaped noise is added to simulate the effect of high 
frequency hearing loss.

3. RESULTS

In the experiment, the noisy speech is obtained by 
corrupting the clean speech with white Gaussian noise of 
different SNR setting. Average segment SNR gain and 
subjective listening test are used to evaluate the processing 
results.

F*

i m m  m il g i i 1

IL. k
' <■ 11  

»•- - W  -
1 ■  M  H )

ri

i i i i

lï
Figure 2. Waveform and spectrogram of noisy (5dB), clean and 
denoised signals (top to bottom)

Table 1. SegSNR improvement for enhanced speech by modified 
PTFS, conventional wavelet thresholding (soft), and spectral 
subtraction(SS)

Input

SNR(dB)

SegSNR Gain(dB)

Modified PTFS DWT S.S.

-5 7.3 6.4 5.5

0 6.4 3.8 4.2

5 4.6 2.4 2.6

The waveforms (left) and spectrogram (right) of the 
enhanced speech are shown in Figure 2. It shows the 
algorithm efficiently removes the background noise. But the 
technique seems to attenuate the signal more in low SNR 
region.

The proposed noise reduction algorithm is compared 
with wavelet soft thresholding and spectral subtraction 
methods at various SNR level. Average Segment SNR gain 
in Table 1 demonstrates the modified PTFS method 
outperforms other two methods in all different SNR level. 
DWT and SS performances are relatively close.

Figure 3 Spectral plot of signal before (light) and after 
(dark) loudness compression

Informal subjective listening test results with 11 
subjects show the denoised speech from modified PTFS 
sounds natural, when removing the noise dramatically. S.S. 
is able to remove noise more than DWT but tends to 
introduce significant amount of musical noise.

Figure 3 illustrates that the compression stage 
introduces gain in high band thus compensating high 
frequency loss while keeps lower band signal relatively 
unchanged.

Listening test shows enhanced signal after hearing loss 
simulation produce much better speech quality than the 
unprocessed one. However, at low SNR level (-5dB), 
improvement is less significant.

4. CONCLUSION

Our proposed method removes background noise 
without introducing noticeable perceptual distortion. It also 
compensates frequency dependent loudness recruitment. 
This work advances WPT as an adequate and flexible choice 
for time-frequency speech processing. The complete system 
can serve as an efficient and effective way to develop and 
evaluate algorithm for hearing aids application.
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1. INTRODUCTION
This paper presents factors controlling transmission of 
impact (footstep) sound from the floor of one room, to the 
room below, as indicated in Figure 1, and outlines how 
transmission data were used to develop a simplified design 
guide 1 that provides estimates of “Apparent Normalized 
Impact Sound Pressure Level” which is the combined 
transmission due to all direct and flanking paths.
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Figure 1: Transmission paths for impact sound.

The procedures to determine the “Direct Normalized Impact 
Sound Pressure Level” (due to transmission through just the 
floor-ceiling assembly) and the “Flanking Normalized 
Impact Sound Pressure Level” (due to flanking transmission 
via each wall below) are given elsewhere 2.

Figure 2: Construction details of the 3 wall/floor systems. Joists 
were oriented (a) parallel to the wall, (b) perpendicular to the wall, 
and (c) with joists continuous across the wall, perpendicular to it.

The basic procedure is to determine the path transmissions 
and then obtain estimates of the apparent sound insulation 
by summing the energy transmitted via the direct path 
through the floor-ceiling assembly and all the flanking paths 
involving the four wall-floor junctions. Results in this paper 
apply to wood-framed constructions, typical of those shown 
in Figure 2. Construction details are given elsewhere 2.

2. RESULTS & DISCUSSION
Impact sound transmission was measured in accordance 
with ASTM E1007, except all source positions were 2.2 m 
from the wall. Additional tests were made to characterize 
structure borne propagation across the floor. Figure 3 
shows that the Flanking NISPL depends on the joist 
orientation relative to the wall. However, the difference 
between single- and double-stud wall framing was small, so 
an average over the wall-framing cases can be used to create 
an estimate of flanking for the design guide.

Frequency, Hz

Figure 3: Flanking-NISPL for a single flanking wall with 2 layers 
of gypsum board, impact source 2.2 m from the wall.

Frequency, Hz

Figure 4: Change in Flanking-NISPL for one wall due to moving 
an impact source on the bare OSB floor surface
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Flanking-NISPL for the path shown in Figure 1 increases as 
the source moves towards the floor-wall junction, as shown 
in Figure 4. The change is greater when the floor joists are 
parallel to the junction because attenuation across the floor 
is stronger in that direction.

A design estimate is obtained by considering the effect of all 
paths for the four walls in the room below. By evaluating a 
number of scenarios, it was found that different positions of 
the impact source on the floor above had little effect on total 
sound power transmitted by the combination of the four 
flanking paths. Figure 5 shows estimates of the Flanking- 
NISPL due to all four flanking walls, and compares these 
with direct transmission through the floor.

Frequency, Hz

Figure 5: NISPL due to the direct path, or combined flanking paths 
for all four walls in the room below

Frequency, Hz

Figure 6: Effect of a 25 mm thick gypsum concrete topping bonded 
to the OSB subfloor

Changing the floor surface can alter impact sound 
transmission in two ways -  changing the power injected into 
the floor by the impact, and changing transmission across 
the floor surface to the floor-wall junction. Figure 6 shows 
that adding a 25 mm layer of gypsum concrete reduces the

ISPL at the lower frequencies. The ISPL is significantly 
increased at higher frequencies because gypsum concrete is 
harder than OSB and more power is transferred from the 
tapping machine. Adding this topping also significantly 
changes vibration propagation across the floor surface (so in 
Figure 6, the change in direct transmission differs 
significantly from that for flanking and the flanking change 
is different for the two joist orientations).

In practice the gypsum concrete topping will have a floor 
covering that will add a compliant layer at the point of 
impact and there will be a significant reduction in the ISPL 
as shown in Figure 7. The basic vinyl flooring indicates the 
minimum improvement likely -  carpet, or a resilient 
interlayer under the concrete topping could increase the 
attenuation for high frequencies.

Frequency, Hz

Figure 7: Change (for direct or flanking paths) due to adding vinyl 
floor covering over typical floor assemblies.

3. SUMMARY AND REFERENCES
This paper provides a very terse overview of how 
experimental characterization of the direct and flanking 
sound transmission paths in wood-framed construction can 
lead to a manageable set of path attenuation terms to 
represent the effect of specific design tradeoffs. By 
combining the energy transmitted via all paths allowing for 
the various attenuation mechanisms it is possible to arrive at 
estimates of the Apparent-NISPL for a range of 
constructions. Note that the reports are available on the IRC 
website at http://irc.nrc-cnrc.gc.ca/ircpubs/ .

We wish to acknowledge the contributions of Ms. Frances 
King in performing many of the experimental measurements 
and the support of the industry partners1,2.

1 Quirt, J.D. Nightingale, T.R.T. Halliwell, R.E. Guide for 
Sound Insulation in Wood Frame Construction: Part 1, RR193, 
IRC, NRC Canada, March 2005.

2 Nightingale, T.R.T. Halliwell, R.E. Quirt, J.D., F. King, 
Flanking Transmission at the Wall/Floor Junction in 
Multifamily Dwellings, RR168, NRC Canada, March 2005.
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Introduction

The term ‘speech security’ is used to describe very high 
levels of speech privacy sometimes required for closed 
meeting rooms. A room is said to be completely speech 
secure when persons outside the room are not able to 
understand conversations from within the meeting room, 
or in more extreme cases are not able to detect any speech 
sounds from the meeting room. The audibility and 
intelligibility of transmitted speech sounds are related to 
the level of speech sounds relative to existing ambient 
noise levels (i.e. signal-to-noise ratios) at locations outside 
the meeting room. The levels of speech sounds from 
adjacent meeting rooms will depend on the loudness of the 
speech in the meeting room and the sound transmission 
characteristics of the room boundaries.

The conventional approach to measuring sound isolation 
between rooms is from the differences in space-average 
sound levels in each room. This is not appropriate for 
many situations where speech security must be verified. A 
new method is proposed in which attenuations between 
room-average sound levels in meeting rooms to spot- 
receiver positions near the outside of these rooms are used 
to evaluate the speech security of the room. The new 
method avoids problems with ill-defined receiving spaces, 
and spaces that do not have even approximately diffuse 
sound fields. It also provides assessments of speech 
security for more sensitive locations where an 
eavesdropper is more likely to be found.

The new approach

The sound transmission characteristics of room boundaries 
are usually measured using standard tests in terms of 
room-average sound levels in the source and receiving 
room (e.g. ASTM E336 standard). (See also Fig. 1) 
According to such procedures, one can predict expected 
levels as a function of the 1/3 octave band frequency, f, in 
an adjacent space as follows,

L f  = Ls(f) -  TL(f) +10 log{S/A(f)}, dB (1)

LS(f) is the average source room sound level,
LR(f) is the average receiving room sound level,
TL(f) is the sound transmission loss of the wall,
S  is the common wall area of the two rooms, m2,
A(f) is the sound absorption in the receiving space, m2.

This equation is derived assuming that the sound fields in 
both rooms are ideally diffuse. Although this may be 
approximated in the meeting room, the adjacent space

could be anything from a broom closet to an atrium or an 
open-plan office area. It is often difficult to apply equation 
(1) because the spaces are not diffuse and/or because it is 
not possible to define the dimensions of the receiving 
space. It is also more likely that an eavesdropper would be 
located close to the room boundary rather than in the 
middle of the receiving spaces. Therefore, the new method 
predicts transmitted sound levels 0.25 m from the outside 
of the meeting room,

Lo.25(f) = Ls(f) - TL(f) + k, dB (2)

If the receiving space is a free field, k  * -3 dB [1]. For 
conditions typical of meeting rooms, values of k were 
determined empirically.

Experimental results

Even 0.25 m from the test wall, reverberant sound in the 
receiving space has a small effect on the measured L0 .25(f) 
values. Test walls were constructed between a pair of 
reverberation chambers and ASTM E90 sound 
transmission loss tests were first performed to obtain TL(f) 
values. The walls included wood and steel stud 
constructions and had STC values of 46, 53, and 56. Next, 
values of L0 25(f) and LS(f) in equation (2) were determined 
for varied amounts of sound absorption in the receiving 
space. A total of 3 different walls have been tested with 4 
different amounts of absorption to give 12 estimates of k. 
These are plotted versus the reverberant sound level, LRV, 
in Fig. 2.

Room average to spot measurement transmission test

Fig. 1 Conventional room-average to room-average
measurement approach (upper) and the new room- 
average to spot-receiverposition approach (lower).
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Using equation (2) and an estimate of k  from Fig 2, one 
can predict received sound levels, Lo.25(f). Fig. 3 compares 
measured and predicted L0.25(f) for the three test walls. For 
the speech frequency range from 160 to 5,000 Hz, the 
average differences between measured and predicted 
L0.25(f) were 0.24, 0.17 and -0.19 dB.

Predicting the degree speech security

From a design meeting room speech level, we can predict 
transmitted speech levels at points 0.25 m from the outside 
of the meeting room using equation (2). Combining these 
speech levels at points 0.25 m from the outside of the 
meeting room with the ambient noise levels at those 
positions, we can estimate the degree of speech security in 
terms of previously determined signal-to-noise ratio 
speech security measures [2]. These indicate the fraction of 
listeners that would: understand at least one word, hear the 
cadence (or rhythm) of the speech, or hear any speech 
sounds at all. When mean subjective ratings are plotted 
versus the uniform weighted signal-to-noise ratio, 
SNRUNI32, as illustrated in Fig. 4, 50% of listeners can 
understand at least one word for an SNRUNI32 of -16 dB, 
but for 50% of the listeners some speech sound is audible 
at or above SNRUNI32 = -22 dB.

Conclusions

The new procedure makes it possible to reliably rate the 
speech security of meeting rooms, even when adjacent 
spaces do not have diffuse sound fields and are difficult to 
define. The degree of speech security can be given in terms 
of signal-to-noise ratio measures that have been calibrated 
against subjective ratings in extensive previous work.
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1. i n t r o d u c t i o n

The majority of bats use echoes of sound pulses to 
acquire three dimensional acoustic images of their 
environment, which allows them to navigate in darkness 
during flight (Griffin; 1958). This process is termed 
echo location (Griffin; 195 8) and can aid bats in avoiding 
objects, gaining access to roost sites and, locating, 
identifying and capturing prey.

Previous studies on microchiropteran bats have 
indicated that their echolocation calls contain variation and 
information unique to the individual and/or roost location 
that makes them identifiable to conspecifics (Burnett et al. 
2001; Fenton et al. 2004; Kazial and Masters 2004; Masters 
et al. 1995 and Obrist et al. 1995). Studies on adult Big 
brown bats (Eptesicus fuscus), provided evidence of the 
vocal distinctiveness of individuals, sex, families, and age 
classes (Kazial et al., 2001; Kazial and Masters 2004; and 
Masters et al. 1995).

Despite the abundance of evidence and conjecture 
for distinctive individual call signals most supportive data 
has been collected in laboratory settings. However bats 
flying in natural conditions show more call variation as call 
features are altered depending on external factors such as 
proximity to obstacles or the ground and whether other not 
other bats are present (Burnett et al. 2001; and Surlykke, 
2000). My research provides a unique opportunity to study 
the communication function of echolocation calls of wild 
Big brown bats under natural conditions

2. METHOD

The echolocation calls from emerging Big brown 
bats were recorded at 4 different maternity colonies outfitted 
with passive integrated transponder (PIT) tag readers 
throughout Fort Collins, Colorado. As a tagged bat enters 
or exits an equipped roost site a unique time stamp is 
created, recording the individual’s identity, and the time and 
date that they passed through. The recordings were done 
with multi-array condenser microphones (UltraSoundgate 
416) and Avisoft Recorder USG. This system allows the 
recording of a wide range of acoustic frequencies and can 
provide images of inaudible sounds in waveform, 
spectrogram and energy displays instantaneously. Using the

resulting visual displays the following 7 relevant call 
features were quantified: duration, frequency (kHz) with 
most energy (FME), lowest frequency (kHz) at both 5 and 
10 dB below the FME, highest frequency (kHz) at both 5 
and 10 dB below the FME, and Interpulse/Interval. Using 
only statistically significant call characteristics I attempted 
to identify the presence of individual voice signatures and 
asses call variation by running a Discriminant Function 
Analysis (DFA) using; individuals by roost location, 
sequence by roost location, and roost location as my 
grouping variables.

3. RESULTS

One hundred and twenty-eight useable call 
sequences from all roost locations, representing 99 
individuals (29 repeated individuals) were identified.The 
number of individuals and sequences varied for each site.

A multivariate analysis of variance (MANOVA) 
determined that all seven call characteristics were 
statistically significant (P< 0.01). Low levels of 
classification accuracy (both original and cross-validated) 
were determined using the DFA for both the grouping 
variables of sequence and individual. However, a DFA 
classifying roost location, using the same echolocation, calls 
yielded a reasonably high level of overall accuracy for both 
original (61.9%) and cross-validated (60.7%) classifications.
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Fig. 1 Classification accuracy results using individual as grouping 
variable, varied between roost locations. .
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Fig. 2 Classification accuracy results using sequence as grouping 
variable, varied between roost locations.

In general, it can be seen that the smaller the roost 
sizes the higher the classification accuracy when running the 
DFA.

4. DISCUSSION

There is currently is no given threshold to denote 
an overall acceptable correct classification level in 
identifying echolocation calls using DFA. Previous 
literature has confidently stated classification accuracy with 
percentages ranging from 64-96% (Biscardi et al., 2004). 
My results although close fall below this range (Figures 1 
and 2), indicating that it is likely that more than the 
echolocation calls of wild Big brown bats is needed to 
identify individuals during emergence. These classifications 
results are likely result of a large the sample size, when 
using DFA to classify echolocation calls the correct 
classification accuracy decreases as the sample size 
increases (Biscardi et al, 2004). This tendency can clearly be 
seen in both Figures 1 and 2 when comparing the DFA for 
Co. Rd. 40 (the smallest colony) and Holy Family (the 
largest colony). In addition, identification of specific 
individuals is made even more difficult, as it appears there is 
higher classification accuracy when using sequence as the 
grouping variable in a DFA (Fig. 2). This data indicates that 
there is call variation of echolocation calls within the 
individual level and that a bat can actually sound slightly 
different each time it echolocates. Geographic, 
environmental, behavioural and body size variation have 
been listed as likely explanations for this (Barclay, 1999; 
and Obrist, 1995).

Bat calls are relatively simple high frequency 
sweeps that some believe are best suited for target detection 
and identification alone and that the physics of sound places 
constraints that would not allow the consistent and accurate 
identification between bat species (Barclay, 1999). Despite 
evidence opposing this claim (Kazial and Masters, 2004; 
Masters et al. 1995; Obrist, 1995), it may be reasonable to 
assume that there is not enough call variation within an
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individual bat’s echolocation calls to identify every bat in 
colonies that potentially contain hundreds of individuals. 
And it is the difference in sample size that explains the 
differences in conclusion. However, this does not preclude 
the idea that echolocation calls could contain enough 
variation for an individual to identify a fellow roost mate 
(Boughman, 1997; Fenton et al., 2004; Kazial et al., 2001; 
and Masters et al., 1995).

Big brown maternity colonies, such as the ones 
where I recorded, can be quite large containing hundreds of 
bats in which high degree of relatedness has been suggested. 
The ability to recognize ones roost mate or family members 
while outside the roost in flight situations where visual, 
olfactory, and even low frequency audible calls may be 
ineffective, may mean that useful information can be 
transferred that would be beneficial to both individuals. The 
capacity to recognize roost mates could play a significant 
role during foraging and hibernation; additionally it could 
help Big brown bats maintain group or pair cohesion as they 
alternate between roosts.
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1. INTRODUCTION

In tympanometry, a clinically important test o f 
middle-ear function, static pressures are used which are so 
high that the responses become nonlinear. In current finite- 
element (FE) models o f the middle ear, however, the 
relationship between applied pressure and the resulting 
displacements is assumed to be linear. Measurement and 
modelling o f the response to high pressures will lead to a 
better understanding o f the mechanics o f tympanometry.

tensa is shown below the image. The profiles are taken 
through the locations indicated by the dashed lines. Also 
shown is a lateral view o f an FE mesh constructed from the 
data along with profiles (grey) through the mesh; the mesh 
profiles are offset so as not to overlap with the image 
profiles. Each triangle in the mesh represents an S3R shell 
element o f the ABAQUS FE software package (Hibbit, 
Karlsson & Sorensen Inc., Pawtucket, RI, U.S.A.). No 
elements are generated for the manubrium as it is assumed 
to be completely immobile.

We have measured the shape and displacement patterns of 
the cat eardrum using phase-shift shadow-moiré topography, 
a non-contacting optical technique (Ladak et al., 2004). The 
experiments involved cyclically pressurizing the middle ear 
up to ±2.2 kPa after immobilizing the malleus. The 
immobile-malleus condition allows investigation o f eardrum 
response in isolation from any possible nonlinearities o f the 
cochlea and middle ear. The data indicate that the eardrum 
response is nonlinear at these pressures and that eardrum 
displacements are larger than its thickness. This suggests 
that, as a minimum, geometric nonlinearity must be 
included in FE models o f the eardrum. The role o f material 
nonlinearity is not clear from the data.

The objective o f this work is to determine whether 
geometric nonlinearity alone can account for the 
observations, by incorporating it into subject-specific FE 
eardrum models and comparing simulation results to 
measurements.

2. FINITE-ELEMENT MODELS

2.1. Mesh geometry

Individualized FE meshes were constructed from 
unpressurized shape data using the procedure described by 
Funnell and Decraemer (1996). Here we present results for 
one cat. A sample image o f the shape o f the cat eardrum is 
shown in Figure 1. The grey levels in the image vary from 
black (points farthest from reader) to white (points closest to 
reader). A vertical profile through the pars tensa, just 
inferior to the umbo, is shown in black to the left o f the 
image, and a horizontal profile through the posterior pars

0 1 2 3 4 5 6 7 8 9  
x (mm)

Figure 1 Shape image of a cat eardrum with FE mesh 
superimposed. Anterior (Ant), posterior (Post), superior (Sup), 
inferior (Inf), medial (Med) and lateral (Lat) directions are 
approximate.

2.2. Mechanical properties

The eardrum is modelled as being isotropic, 
homogeneous throughout its thickness, and uniform across 
its surface. It is also assumed to be linearly elastic. The pars 
tensa has a Young’s modulus o f 20 MPa, a thickness of 
40 |im  and a Poisson’s ratio o f 0.3; the pars flaccida has a 
Young’s modulus o f 1 MPa, a thickness o f 80 |im and a 
Poisson’s ratio o f 0.3 (Funnell and Decraemer, 1996). The 
periphery of the eardrum is assumed to be fully clamped.

2.3. Solution procedure

Displacements were computed for uniform static 
middle-ear pressures from 0 to +2.2 kPa in steps o f +0.1 kPa
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and from 0 to -2 .2  kPa in steps o f -0.1 kPa. A combined 
incremental/iterative solution procedure was used to 
compute the response at each step.

3. RESULTS

3.1. Displacement patterns

Figure 2 shows simulated and measured iso­
amplitude displacement patterns for a pressure o f +2.2 kPa. 
The simulated patterns exhibit a local maximum of 255 jxm 
in the supero-posterior pars tensa. The measured maximum, 
however, is smaller (140 (xm) and occurs more inferiorly 
than it does in the simulations.

Aril

iSSr
PojM

—  -

Figure 2 (a) Simulated and (b) measured iso-amplitude 
displacement contours for +2.2 kPa. Displacements are in xm.

For small negative pressures (e.g., -0.1 and -0.2 kPa), 
simulated and measured displacements patterns are similar 
to those for positive pressures. For larger negative pressures, 
the location o f the maximum is shifted inferiorly compared 
to that for positive pressures, for both simulated and 
measured displacements.

3.2. Pressure-displacement curves

Figure 3 shows pressure-displacement curves for 
the point indicated by the triangle in Figure 2(a). Three 
cycles o f measured data are shown in grey, and the 
simulated curve is shown in black. The measured curves 
vary from one cycle of pressurization to the next and exhibit 
hysteresis, with displacements being larger during 
unloading than during loading. There is only one simulated 
curve because the material is assumed to be elastic, with no 
hysteresis. Both simulated and measured curves exhibit 
nonlinearity, with displacements growing less than in 
proportion to the applied pressure.

Figure 3 Simulated and measured pressure-displacement curves. 
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For positive pressures, the simulated pressure-displacement 
curve agrees reasonably well with the measured data. For 
negative pressures, the calculated displacements are larger 
in magnitude than the measured ones.

3.3. Effect of non-uniformity

The location o f the maximum pars-tensa 
displacement in the simulated patterns can be shifted 
inferiorly by including non-uniformities in either the 
Young’s modulus or the thickness. For example, Figure 4 
shows the effect on the displacement patterns computed for 
+2.2 kPa after increasing the thickness o f the superior third 
o f the posterior pars tensa from 40 |im to 80 |im.

Figure 4 Simulated iso-amplitude displacement contours after 
including non-uniformity. Displacements are in xm.

4. DISCUSSION

The inclusion of geometric nonlinearity in an FE 
model allows simulation o f the stiffening behaviour o f the 
eardrum with increasing pressure.

The pars-tensa maximum in the simulated displacement 
patterns for positive pressures is located superior to the 
measured location. Increasing the stiffness or the thickness 
o f the superior third o f the posterior pars tensa in the model 
has the effect o f shifting the maximum inferiorly and of 
decreasing its magnitude, improving the match with the 
experimental data. Such a thickness increase is consistent 
with recent experimental thickness measurements (Kuypers 
et al., 2005).
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1. in t r o d u c t io n

Traffic noise is a growing concern as traffic demand 
increases with urban sprawl. The most common traffic noise 
mitigation methods include the construction of noise barriers 
and earth berms. Based on studies performed by different 
agencies around the world, the Regional Municipality 
of Waterloo (RMOW), Ontario, Canada, in partnership 
with the University of Waterloo Centre for Pavement and 
Transportation Technology (CPATT), have undertaken 
research into asphalt pavement, rubberized open friction 
course (rOFC) and rubberized open graded course (rOGC), 
to determine their noise reducing capability in the southern 
Ontario environment as compared to a typical pavement with 
a Hot-Laid 3 surface. This paper will also investigate the 
noise reducing capability of stone mastic asphalt mix, which is 
mainly used for heavy traffic conditions. Two types of sound 
level measurements were used in this study: Close-Proximity 
Method and Controlled Pass-By Method. A statistical 
analysis was performed utilizing the noise measurement 
results to determine if there is significant difference between 
mixes or within a mix.

2. d e s c r ip t io n  o f  t h e  s t u d i e d  p a v e m e n t s

In this study, the mix designs and gradations for the 
rOFC and rOGC are similar. The difference between these 
two mixes is related to the quality of the aggregates. The 
aggregates used in rOFC are premium grade and must meet 
much higher standards for the other aggregate tests. SMA also 
used a premium aggregate. The ones used in rOGC and HL-3 
are local aggregates and do not meet all the requirements to 
qualify as a premium mix.

3. s it e  d e s c r ip t io n s

Four types of asphalt pavement surface courses were 
placed in a rural area surrounded by farmlands in Waterloo 
area. Pavement surface courses were placed in an order of 
rOFC, rOGC, SMA, and HL-3 from east to west. The length 
of each type of pavement section is approximately 600 m.

4. n o is e  m e a s u r e m e n t  m e t h o d s

Traffic noise measurements were taken a month 
after pavement placement. Thirteen testing vehicles were 
used for the noise testing: 5 light, 5 medium, and 3 heavy 
vehicles. Each noise measurement consisted of a single 
test vehicle passing through the test site. The driver of the 
testing vehicle drove through the centerline of the test road at

constant speeds of 60 km/h, 70 km/h, 80 km/h, and 90 km/h 
from east to west and then made a return trip. Two sound 
level measurement techniques were utilized in this analysis: 
the Close-Proximity Method (CPX) and the controlled Pass- 
By Method (PBM). During the noise testing, the entire area 
was closed and, since the study site is located in a rural, the 
ambient noise should be minimized and constant.

4.1 Close-Proximity Method
In this project, a microphone was mounted on the 

test vehicle and was located approximately 50 cm away from 
the centre of the front or rear wheel. The CPX measurement 
is designed to measure the direct noise generated from the 
interaction between vehicle tire and pavement and to avoid 
measuring the engine noise generated from the testing 
vehicle.

4.2 Controlled Pass-By Method
Pass-by Method (PBM) measured the sound as 

vehicles travel passed a stationary microphone. Four pass- 
by monitoring stations were set-up at the midway point of 
each asphalt pavement section. Each monitoring station was 
located 15 m away from the centreline of the road, 1.5 m 
above pavement, and was monitored by a technician. The 
maximum sound level (L ) was measured by the PBM.

v m ax' *

5. n o is e  m e a s u r e m e n t  r e s u l t s

All four pavements show that when the vehicle speed 
or size increases, the sound level increases in both measuring 
methods. The noise measurement range magnitudes, in terms 
of vehicle speed, are about 8 dBA (at 60 km/h) and 11 dBA 
(at 90 km/h) for CPX and PBM, respectively. Table 1 shows 
the amount of noise reduction as compared to HL-3 in terms 
of all vehicles, different vehicle speeds, and different vehicle 
sizes in a particular speed.

The noise reduction in this initial study for SMA has the 
worse performance of noise reduction among all pavement 
types. SMA did not reduce noise level in various categories. 
Both the rOFC and rOGC provide a significant amount of 
noise reduction as compared with HL-3 in all situations. 
The highest noise reductions for rOFC are 3.3 dBA and 2.5 
dBA in CPX and PBM results, respectively. The highest 
reductions for OGC are 3.3 dBA and 2.8 dBA in CPX and 
PBM, respectively.
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T ab le  1: C P X  -  A v e ra g e  S o u n d  L ev e l R e d u c tio n

Noise Reduction as compared to HL-3, dBA

Categories CPX
(Leq)
rOFC

AU Vehicle -1 .8
60 km/h
60 -  L
60 -  M
60 -  H

-1 .8

70 km/h
70 -  L
70 -  M

remH/h

-  M
.^.H-

90 km/h
90 -  L

2 .5.
-U _

:2.2_

-2.3.
:2.3_
-1 .9
-1.2.

90 -  M___-2.7 -3.

rOGC
-2.0 0.0
1.7
0.6

±05_

-2 .4
±2.2.

25_
-0.7

0.9
2 .8

-2.2
2 .4
-2.2

PBM
SMA rOFC

-1.0

0.7
-0.2

±0.2
±1.8

±1.6
-1.6
0.7

-Û.5.
± 1 ,0

0.6

1.9
-0 .8
0.5_

-1 .8
25_
-1 .5
-1.2

rOGC
-1.7

-1.9

-1.2
0 5
2 .4

-2 .8
2 .4
-2.2
-2.2

SMA
±0.2
±0.7
±2.
-0.6
±0.
±0.4
±1.7

-0.2
0.0
±1.4
-1.6

-0.
±1.2

90 -  H
-1.6 -2 .4  -2 .8  -1 .4

-1 .8  -1.9 -1.1 -1.2 -1 .8  -0.7

L: Light Vehicle; M: Medium Vehicle; H: Heavy Vehicle

6. STATISTICAL ANALYSIS
A statistical analysis was carried out to examine if 

a significant difference existed between the asphalt mixes 
and within a particular asphalt mix in terms of vehicle 
speeds or sizes. The paired comparison method was used to 
compare the similarities between pavements by performing 
a t-distribution hypothesis test on the difference between 
two pavement mixes. A typical t-distribution hypothesis test 
was utilized to compare the similarity within pavement by 
comparing two sets of data in terms of vehicle sizes or speeds 
in the same mix. Four asphalt pavement mixes were studied 
in this project: rOFC, rOGC, SMA, and HL-3, therefore six 
comparisons in between mixes in terms of vehicle speed or 
size would be analyzed. Comparison within mix would also 
be analyzed in terms of vehicle speed or size.

The statistical analysis shows that there is no significant 
difference between rOFC and rOGC in terms of traffic speeds 
of 70 km/h and 80 km/h, and heavy vehicles for both sound 
measuring methods. No significant difference was observed 
between the SMA and HL-3 mixes for all vehicle speeds in 
both measuring methods, except for 60 km/h in PBM. In 
terms of vehicle sizes, significant difference was observed 
between the SMA and HL-3 mixes for all vehicle sizes in 
both measuring methods, except for heavy sized vehicle in 
PBM. The statistical analysis of both measuring methods 
also revealed that most of the other paired pavements, rOFC/ 
SMA, rOFC/HL-3, rOGC/SMA, and rOGC/HL-3, were 
statistically significant different in terms of vehicle sizes or 
speeds.

Four types of pavements have the same statistical results in 
terms of the comparison between vehicle speeds within its

pavement type. In CPX statistical analysis results, all the 
pavements have no significant difference in the comparison 
between 70/80 km/h and 80/90 km/h. PBM statistical result 
shows that all the pavements have no significant difference 
in the comparison between 60/70 km/h, 70/80 km/h, and 
80/90 km/h. Also, PBM statistical analysis has also shown 
that there are no significant differences in the comparison of 
60/80 km/h in rOFC and rOGC, 70/90 km/h in rOGC and 
SMA.

7. CONCLUSIONS
It was found that vehicle noise increases when the 

vehicle speed or size increases for both test methods. Also, 
the SMA did not provide any noise reductions in most of 
the vehicle speeds and/or sizes in both test methods. rOFC 
and rOGC provided the highest amount of noise reduction 
in both testing methods. The statistical analysis for both 
measurement methods shows that there was no significant 
difference between rOFC and rOGC in most of the vehicle 
sizes or speeds comparison. It also had the same results 
between SMA and HL-3; there was no significant difference 
in some comparisons between vehicle sizes or speeds. In 
the statistical analysis of within mix, all pavements had no 
significant difference when comparing the vehicle speed 
of 80 km/h to 70 km/h and 90 km/h in the both measuring 
methods. In addition, all pavements also had no significant 
difference in PBM results when comparing the vehicle speeds 
of 60 km/h to 70 km/h; rOFC and rOGC had no significant 
difference when comparing the vehicle speeds of 60 km/h to 
80 km/h; and rOGC and HL-3 had no significant difference 
when comparing the vehicle speeds of 70 km/h to 90 km/h.

8. RECOMMENDATIONS
It is recommended that additional sound level 

measurements be conducted in the future to monitor the 
pavement acoustical performance. Also, a comparison of 
the noise measurement results obtained from the two test 
methods should be performed and measurements of pavement 
acoustical absorption should also be conducted.

A life cycle cost for each pavement should also be performed 
for noise reducing pavement selection. Also, a further 
analysis of the correlation between mix design and sound 
level measurement should be performed which may be used 
to act as a noise reduction prediction model.
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1. i n t r o d u c t i o n

Access to phonetic structure through language input 
is critical for what it provides to language development. It is 
well known that infants’ speech perception is progressively 
tuned to native language phonemes with increasing linguistic 
experience. The impact of linguistic experience is observed at 
a particularly early age for the perception of native language 
vowels (Kuhl et al., 1992). In contrast, little is known about 
the impact of linguistic experience on early vowel production. 
Most studies of vowel development have been concerned with 
English-learning infants: Kent and Murray (1982) observed 
a developmental increase in the range of first formant (F1) 
frequencies in vowels produced during the first year of life; 
Rvachew, Slawinski, Williams, & Green (1996) reported a 
small decrease in mean second formant (F2) frequencies and 
a steady increase in the standard deviation of F2 during the 
second year of life. Although some developmental changes 
in vowel production are undoubtedly due to anatomical and 
physiological changes in the vocal tract during this period, 
linguistic experience may also play a role. In a study of 10- 
month-old infants from English, French, Cantonese, and 
Algerian speaking families, de Boysson-Bardies et al., (1989) 
reported cross-linguistic effects on F1 and F2 frequencies. 
However, this study described only a single age group and a 
replication has never been published.

1.1. Purpose
The purpose of this study was to systematically 

examine (i) developmental changes in F1 and F2 frequencies 
in vowels produced by infants 10 through 18 months of age, 
and (ii) cross-linguistic differences in F1 and F2 in vowels 
produced by English- and French-learning infants during this 
period.

1.2. Hypotheses
It was hypothesized that there would be an initial 

overlap in the vowels produced by English and French 
infants, but that their respective vowel spaces would diverge 
linearly with age. Specifically, it was predicted that (i) mean 
F1 and standard deviation of F1 would remain stable with 
age for both groups; (ii) mean F2 would increase with age 
for English infants and decrease with age for French infants, 
and (iii) standard deviation of F2 would increase with age for 
both language groups.

2. METHOD

2.1. Participants and Design
Forty-three infants from Montreal, Canada, ranging 

in age from 10 to 18 months participated in this cross­
sectional study - 23 from monolingual French- and 20 from 
monolingual English speaking families. All infants were born 
at full term, were reported to be healthy at the time of testing, 
and had no known hearing difficulties.

2.2. Babble Sample Recordings
The babble samples were recorded during a play 

session between mother and infant, which either took place 
in a sound proof booth in the laboratory, or in their homes. 
Mothers were instructed to interact with their child in the 
usual manner. The samples were obtained using a Sony 
portable DAT recorder and a Sennheiser microphone affixed 
to the infant’s shirt at the shoulder. Each recording session 
continued until the infant produced 60 utterances, or until 30 
minutes had lapsed, whichever came first.

2.3. Acoustic Analyses
Speech utterances were digitized at 22050Hz 

using Time Frequency Response software (AVAAZ) and 
PC hardware. Isolated vowels and vowels contained within 
canonical syllables (Oller, 1986) were selected if vowel or 
syllable duration was less than 500 ms and phonation and 
resonance were normal. Formant analysis on 1430 vowels 
was performed by an individual trained in speech acoustics, 
blind to the age and language background of the infant. F1 
and F2 were measured at the middle of the steady state portion 
by LPC autocorrelation analysis with a window size of 256 
points, 50% overlap, 98% preemphasis, Hanning window and 
model order of 12. Model order was increased or decreased 
for some vowels to obtain reliable measurements. Formant 
locations were confirmed with narrowband short-time FFT 
spectrograms (512 points).

2.4. Reliability Coding
Intraclass correlations between independently 

identified formant frequencies for 248 vowels were r  = .918 
and r  = .928 (p = .01 level) for F1 and F2 respectively.

3. RESULTS

3.1. Measures
The mean (M) and standard deviation (SD) of the 

formant values were calculated for each infant’s vowel space, 
yielding four measures per sample: MF1, MF2, SDF1, SDF2.
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3.2. Regression Analyses
Linear regression analyses were used to examine the 

main effect of age, the main effect of language group, and the 
interaction of age and language group for each of the four 
measures. Mean F1 values and regression lines for English 
and French infants are plotted in Fig. 1. For MF1, there was a 
trend towards an age by language group interaction, indicating 
a decline with age for French [F(1,21) = 7.62, p  = .01] but not 
English infants [F(1,18) = 2.22, p  = .15]. An interaction was 
also observed for SDF1 indicating an age-related decrease in 
dispersion of first formant frequencies for French [F(1,21) 
= 4.97, p  = .04] but not English [F(1,18) = 2.35, p  = .14] 
infants.

Fig. 1. M by age and language group.

Mean F2 values and regression lines for English and French 
infants are plotted in Fig. 2.

MF2 remained stable across age [F(1,21) = .11, p  = .74]. 
An interaction was also observed for SDF2, with increasing 
dispersion of F2 across age for English infants [F(1,18) = 
5.57, p  = .03], but not for the French infants [F(1,21) = .17, 
p  = .89].

4. DISCUSSION

Fig. 2. M by age and language group.

There is clear evidence for age by language group 
interactions. Mean F1 and standard deviation of F1 decreased 
with age for the French but not English infants. Mean F2 
decreased and standard deviation of F2 increased with 
age for English-learning infants, but there was no change 
in either mean F2 or standard deviation of F2 for French- 
learning infants’ vowels. These developmental changes are 
undoubtedly explained by a combination of anatomical, 
physiological, input, and intake factors. However, it is 
assumed that the anatomical and physiological constraints 
do not differ between language groups, and therefore these 
cross-linguistic differences must be explained by differences 
in the input provided to and received by the infants. Currently 
we are investigating differences in the input provided by 
French- and English-Canadian mothers to their infants, as 
well as their infant’s ability to attend to and process cues for 
French and English vowels in their own speech.
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A significant interaction between age and language group 
was found and confirmed by the decline over age for English 
infants’ MF2 [F(1,18) = 7.36, p  = .01] , whereas French infants’
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1. i n t r o d u c t i o n
The Speech Intelligibility Probe fo r Children with 

Cleft Palate (SIP-CCLP) Ver. 31 is a computer-administered, 
124-word imitation measure of a speaker’s ability to make 
phonetic contrasts of English understandable to unfamiliar 
listeners. The contrasts sample the expected speech error 
patterns for children with cleft palate1.These include manner 
and place preference, sibilant, voicing and glottal errors. For 
each error type, minimal word pairs that varied in their 
constituent consonants were selected as SIP-CCLP stimulus 
words. A child’s recorded SIP-CCLP word productions can 
be judged using software-administered open- and closed-set 
tasks. In the open-set task, listeners identify the child’s 
words, without knowledge of the target utterance, to yield an 
overall intelligibility score (percent words identified 
correctly) that reflects severity of the speech disorder. In the 
closed-set task, listeners first identify what sound is heard in 
a target position for each item and then rate the sound as 
“clear” or “distorted”. The identification component captures 
errors of perceived sound substitutions or omissions, while 
the rating component captures perceived subphonemic 
differences that affect sound clarity. In the closed-set task, 
both identification judgments and distortion ratings 
contribute to a phonetic accuracy (PA) score. To guide 
treatment planning, error patterns that contribute to the 
child’s intelligibility deficit can also be identified from an 
item analysis of listeners’ responses on the closed-set task.

The purpose of this study was to determine how well SIP- 
CCLP PA scores predicted SIP-CCLP intelligibility scores 
and intelligibility scores obtained from a spontaneous speech 
sample for children with and without cleft palate. If SIP- 
CCLP and spontaneous sample intelligibility scores can be 
predicted with a high degree of confidence from SIP-CCLP 
PA scores, then it would more efficient clinically to have 
listeners perform only the SIP-CCLP closed-set task.

2. METHOD
2.1 Child Participants

Children age 3 years to 6 years, 11 months participated. 
The mean age of the 12 children with cleft palate was 51.2 
mos (SD=11.7 mos) and of the 12 children without cleft 
palate was 50.1 mos (SD = 11.1 mos). Children with cleft 
palate had hearing within normal limits, no concomitant 
physical or cognitive impairments, and receptive and 
expressive language abilities within normal limits on a

standardized measure. Children had a variety of palatal 
impairments ranging from submucous cleft to bilateral cleft 
lip and palate. The 12 children without cleft palate all passed 
a hearing2 and oral mechanism screening3, and scored at or 
above the 16th percentile on a standardized measure of 
receptive and expressive language and articulation.

Audio recordings were made in a quiet environment directly 
to a personal computer as digital audio files (SR 48 KHz; QS 
16 bits). Recordings were made using a Shure WH20 
unidirectional dynamic headset microphone, Audio Buddy 
Dual Mic Preamplifier and custom software1. The SIP-CCLP 
software created a unique order of the stimulus items for each 
administration. The child was instructed to repeat the name 
of the picture displayed on the computer monitor after the 
examiner modeled the word. The software recorded the 
child’s production. A 15-minute spontaneous speech sample 
was also collected from each child using play scenerios, 
following Shriberg’s4 procedures. Each utterance in the 
child’s sample was transcribed orthographically. Utterance 
boundaries were determined using Shriberg’s conventions. A 
section with multiple child utterances longer than two words 
and few examiner turns was located in the transcript. Within 
this section, a subsection containing 100 consecutive words5 
and few utterance boundaries was selected for the listening 
task. During playback, each utterance was presented as an 
audio-file, in the order of occurrence in the transcript 
subsection. The transcript served as the key for scoring 
listeners’ responses.

2.2 Listener Judges and Tasks
Seventy-two university students served as listener 

judges. All listeners had Canadian English as their first 
language and passed a hearing screening2. Three students 
were randomly assigned to judge each child’s SIP-CCLP 
recordings. Three different listeners were randomly assigned 
to judge each child’s spontaneous speech sample. All 
listening sessions took place in a Madsen OB822 sound 
booth. Stimuli were presented through a Technics Stereo 
Integrated Amplifier (model SU-V460) connected to 
ElectroVoice S-40 compact monitor speakers located in the 
booth. Listener judges were asked about the comfort level of 
the playback volume after the practice items for all three 
tasks (SIP-CCLP open- and closed-set, spontaneous sample) 
and adjustments made as necessary within a range of 55 -  65 
dBA.
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For the SIP-CCLP open-set identification task each listener 
was instructed to type the word or words heard, using the 
computer keyboard. If the words were not clear, the listener 
was instructed to guess. For the SIP-CCLP closed-set task 
listeners were told that they would see two words with a 
sound or sounds underlined, a “blank” button and a “can’t 
identify” button. They were instructed to focus on what was 
heard in the underlined position as they heard the child’s 
production of the item. If what was heard corresponded to 
one of the underlined choices, the judge was instructed to 
select it. If a different sound(s) was heard in the underlined 
position, judges were instructed to select the “blank” button 
and type in what was heard. If the sound(s) heard in the 
underlined position could not be identified, judges were 
instructed to select the “can’t identify” button. Judges were 
also instructed to rate what was heard in the underlined 
position as “clear” or “distorted” if one of the first three 
buttons (minimal contrast pair or the blank) was selected. 
The SIP-CCLP software randomly generated the order of 
item presentation for both open- and closed set judging tasks. 
For the spontaneous speech sample judging task, listeners 
were told that they would hear a series of utterances varying 
in word length. They were instructed to write down each 
word that they heard. Listeners heard each utterance twice if 
desired.

For the SIP-CCLP closed-set task, the responses for each 
listener judge were examined to determine the number of 
correct/clear (2 points), correct/distorted (1 point), and 
incorrect (0 points) items and then the assigned scores for all 
items were tallied. This sum was converted to a percentage 
of the total possible score (194 items x 2 = 388). The mean 
of the three listeners’ scores served as the child’s PA score. 
For the SIP-CCLP and spontaneous sample intelligibility 
scores, the number of words identified correctly by each 
judge was converted to a percentage. The mean of the three 
judges’ scores served as the child’s intelligibility score.

3. RESULTS
PA scores for the children with cleft palate (M = 

73.4%, SD = 11.6) were significantly lower (t = -4.41, p< 
.000) than those for the children without cleft palate (M  = 
89.4%, SD = 5.0). SIP-CCLP open-set intelligibility scores 
for the children with cleft palate (M = 53.3%, SD = 15.9) 
were significantly lower (t = -4.31, p < .000) than those for 
the children without cleft palate (M = 76.7%, SD = 10.1). 
Spontaneous speech open-set intelligibility scores were 
significantly lower (t = -3.03, p = 0.003) for the children with 
cleft palate (M  = 67.5%, SD = 13.3) than for the children 
without cleft palate (M = 83.6%, SD = 12.7). As shown in 
Table 1, Pearson correlation coefficients were high between 
SIP-CCLP PA scores and SIP-CCLP intelligibility scores. 
For the children with cleft palate, correlation coefficients 
were moderate and similar between SIP-CCLP PA and 
spontaneous speech intelligibility scores (.63) and between 
SIP-CCLP and spontaneous speech intelligibility scores 
(.62).

Interlistener reliability was examined for the three listeners 
for each child, for each score type, using the intraclass 
correlation coefficient (ICC). ICC values for SIP-CCLP PA 
scores and SIP-CCLP and spontaneous sample intelligibility 
scores for the children with cleft palate were .92, .95 and .87 
respectively and, for the children without cleft palate, were 
.91, .96 and .93.

Table 1. Correlation matrix for SIP-CCLP phonetic accuracy (PA) 
and SIP-CCLP and spontaneous speech intelligibility scores.

SIP-CCLP Spontaneous Speech 
Intelligibility Scores_____ Intelligibility Scores

W ith CP* W ithout CP W ith CP W ithout CP

SIP-CCLP .93 .87 .63 .48
PA Scores 0)0.0

V
(p (p < .000) 3).0=(p (p = 113)

SIP-CCLP .62 .67
Intelligibility (p =.016) (p = .008)

Scores____________________________________________________
*CP = C left Palate

4. DISCUSSION
ICC values of greater than .9 indicated that listeners 

achieved acceptable reliability in generating SIP-CCLP PA 
and SIP-CCLP intelligibility scores. PA scores over 
estimated spontaneous speech intelligibility scores on 
average by 5.9% and 5.8%, and also over-estimated SIP- 
CCLP intelligibility scores on average by 20.1% and 12.7%, 
respectively, for the children with and without cleft palate. 
R2 values (86% and 76%) were high between PA and SIP- 
CCLP intelligibility scores for children with and without cleft 
palate. These results suggest that listeners’ responses on the 
SIP-CCLP closed-set judging task can be used to generate 
PA scores that show a highly predictable relationship to SIP- 
CCLP intelligibility scores. In clinical settings, where time 
for listeners to perform speech identification tasks is limited, 
use of the same listener task to estimate an overall 
intelligibility score, as well as provide error specific 
information for treatment planning, is an advantage.
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1. i n t r o d u c t i o n

Tongue cancer is relatively rare but has particularly 
pernicious functional consequences for affected individuals. 
The tongue is the main organ of speech and swallowing. 
Problems regarding appearance, speech ability and nutrition 
often decrease the quality of life of glossectomy patients. 
The standard treatment of tongue cancer involves resection 
and reconstruction, often accompanied by radiotherapy. The 
surgical resection and reconstruction can cause speech 
deficits in the glossectomy patients. It is usually assumed 
that the loss of tissue will be somewhat proportional to a 
loss of function and movement range (Rentschler & Mann, 
1980). For example, Davis et. al. (1987) argue that 
articulation errors result from a restricted range of tongue 
motion. Resections of the more actively moving anterior 
parts of the tongue dorsum and the tongue blade result in a 
greater loss in function than more posterior resections 
(Logemann et al., 1993). Obviously, the less the tongue 
body is modified during the surgery the less the speech 
production is altered. However, Savariaux et al. (2001) 
demonstrated that even patients with extended resections 
retain enough lingual motility in order to produce a 
differentiated range of vowels.

Despite the significant impact of tongue resections on 
speech and tongue motility, there have been very few 
studies on the relationship between the motility of the 
glossectomee tongue and the acoustic output. The quality of 
speech after a tongue resection and reconstruction is an 
important outcome measure for surgical success. The 
present research looks for an accurate description on the 
functional consequences of a partial glossectomy. In this 
paper, we investigated the impact of lateral tongue 
resections on midsagittal tongue movement and vowel 
production.

2. METHODS

Nine patients, male and female from 30 to 55 years 
of age underwent partial lateral tongue resections with 
different reconstructions. The patients were recruited from 
the Wharton Head and Neck Centre, Princess Margaret 
Hospital in Toronto. All participants were seen a few days 
before their surgery and one month postoperatively. The 
participants were asked to read one third of the Grandfather

passage (13-14 sec.) and repeat the syllables /aka/, /iki/, 
/uku/, /ata/, /iti/, and /utu/ five times each with stress on the 
second syllable. The patients’ midsagittal tongue movement 
during these speech tasks was visualized using a General 
Electric Logiq Alpha 100 MP ultrasound scanner and a 
model E72 6.5MHz transducer with a 114° microconvex 
array. The ultrasound machine delivers a video frame rate of 
30 fps. Video output of the ultrasound device was captured 
to digital video, together with high-quality audio. We used 
our Ultra-CATS software (Ultrasonographic Contour 
Analyzer for Tongue Surfaces) to measure the ultrasound 
image sequences. In this program, the distance from the 
ultrasound transducer to the tongue surface is measured 
along radiating gridlines in 5° intervals (Figure 1).

We used these measurements to establish the 
typical ranges of motion for the available points on the 
tongue before and after the operation. We calculated the 
average velocity of tongue movement at all available points 
on the tongue surface in m/sec by dividing the total distance 
traveled at each point by the total time of the sequence. We 
also evaluated the participants’ vowel space by measuring 
the first and second formant frequencies during the steady- 
state phases of the second vowel in each of the VCV 
sequences. The measurements were made with the Kay 
MultiSpeech 3700 software.

3. RESULTS

Due to the page limitations, we only describe averaged 
results for the speaker group. The measurement values for 
the motion ranges at different grid angles demonstrated that 
the distance of the midsagittal tongue surface increased 
posoperatively. The boxplots with the average values for all 
9 participants can be found in Figure 2. Multiple t-tests with 
a Bonferroni-adjusted alpha indicated that these 
postoperative increases were significant (p<0.005 in all 
cases). The postoperative velocities for all points on the 
tongue increased. A line graph with the average velocities 
for different points along the tongue can be found in Figure 
3. We calculated mean travel speeds for all nine patients and 
compared the pre-and postoperative velocities using a t-test. 
The result indicated that the patients moved their tongues 
significantly faster following the operation (p<0.05). 
Finally, the formant measurements showed a slight decrease 
in vowel space for all speakers. These changes were most
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marked for the second formants of the vowels /i/ and /a/, 
which dropped slightly in all speakers. When we calculated 
the average area for the vowel triangle for all speakers and 
input the results into a t-test, we found that the decrease in 
the vowel areas was not statistically significant.

| I « .  I |Ü— « .I  U» | I t w — I I w. I

Fig. 1. Screenshot of the Ultra-CATS software with the 
measurement grid superimposed over a midsagittal ultrasound 
image with the tongue surface tracing. The anterior tongue is 
towards the right of the image.

Fig. 2. Boxplots of the average movement ranges of different 
points on the tongue before and after the partial glossectomy 
surgery.

4. DISCUSSION

Tongue movements of 9 patients with tongue cancer were 
analyzed using midsagittal ultrasound scans and parallel 
sound recordings. The range of tongue motion, the velocity 
of the tongue movement, and the vowel space were 
compared pre- and postoperatively. The results indicated 
larger ranges of motion and increases in the velocity of the 
tongue movement after resection. These larger and faster 
tongue movements are likely compensatory strategies that 
are employed by the patients to respond to the loss of lateral 
tongue tissue. As a result of this increased effort in tongue 
movement, almost all patients retained over 90% of their 
preoperative vowel space. These are interesting findings 
with regards to the ongoing debate among surgeons whether 
it is more desirable to replace as much lost tongue tissue as 
possible to preserve the overall volume of the tongue (Urken 
et al., 1994), or to opt for a reconstruction that maintains the 
motility of the residual tongue (Imai & Michi, 1992). Our 
future research about this topic will include more detailed 
articulatory profiles and speech intelligibility testing.

Fig. 3. Line graph of the average velocities of different points of 
the tongue before and after the partial glossectomy surgery.

Fig. 4. Average vowel space for all patients (dashed line: 
preoperative vowel space; solid line: postoperative vowel space).
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1. i n t r o d u c t i o n

Ultrasound has long been used as a diagnostic 
technique in which high frequency sound waves are directed 
into the body. Structures and tissues within the body reflect 
(scatter) the sound, and the resulting echoes are processed 
by a computer to produce an image. It has already been 
shown that high-frequency ultrasound (20MHz-60MHz) can 
be used to detect structural and physical changes in certain 
cell lines and cell ensembles during induced cell death, and 
in particular during apoptosis[1, 2].

In order to determine the proportion of responding cells in a 
tissue (to assess the effectiveness of the chemotherapy), a 
theoretical model of acoustic wave scattering by cell 
ensembles is required. The majority of ultrasound tissue 
models do not take into account the elastic nature of cells, 
which maybe significant at high frequencies. Therefore, a 
more complete model which incorporates the mechanical 
properties of cells is needed. The initial goal of this work is 
to develop a scattering model of a single cell.

Analytical solutions to the problem of wave scattering from 
three dimensional structures such as spheres have been 
studied extensively in the past. However, these formulations 
are not flexible enough to be extended to wave scattering 
from complex geometries such as those of cells. In this 
paper, we develop a finite element model of acoustic wave 
propagation through 3-D arbitrary-shaped structures to solve 
the problem of high-frequency acoustic scattering. The long 
term goal of this research is to understand the interaction of 
ultrasound with micrometer scale objects such as cells.

2. METHOD

The FEMLAB® software package (COMSOL AB, 
Stockholm) was used to develop and solve acoustic 
scattering models from fluid, rigid and elastic spheres 
immersed in a fluid medium, for which analytical solutions 
are available. The descriptions of these models are given in 
sections 2.1, 2.2 and 2.3 respectively.

2.1. Scattering from a Fluid Sphere

The entire computation domain is modelled as a 
sphere filled with fluid domains. A radiation (absorbing) 
boundary condition is applied on the domain boundary 
(surface of sphere). This boundary has a dual role: a) it 
approximates an infinite space b) it acts a wave source for 
an incident plane wave. The scatterer is modelled as a 
sphere centered in the middle of the domain. At the scatterer 
surface the particle normal acceleration is the same, thus a 
continuity boundary condition is required.

Inside and outside the spherical scatterer, wave propagation 
is governed by the Helmholtz equation of the acoustics 
application mode supplied by FEMLAB.

2.2. Scattering from a Fluid Immovable Sphere

The setup of this model is similar to that of the 
scattering from a fluid sphere described 2.1, except the fluid 
sphere is replaced by a rigid immovable one. In FEMLAB, 
this scenario is realized by disabling the acoustic wave 
equation (Helmholtz equation) inside the scatterer domain 
and by setting the scatter-surrounding medium interface 
boundary condition to “sound hard” condition which sets 
the acceleration at the surface to zero. This model used 
~95,000 mesh elements and ~85,000 degrees of freedom.

2.3. Scattering from an Elastic Sphere

The two previous models assume only 
compressional waves. The Helmholtz equation is sufficient 
to describe this propagation. When a scatterer is elastic, in 
addition to compressional waves, shear and surface waves, 
may also exist inside and at the surface of the scatterer, 
respectively. In order to model all these phenomena, the 
FEMLAB 3D solid, stress-strain application mode is used 
inside the scatterer. The scatterer is surrounded by a fluid 
governed by the Helmholtz equation. Continuity of the 
normal component of acceleration is imposed as a boundary 
condition at the scatterer surface. ~93,000 mesh elements 
and ~44,000 degrees of freedom were used in this model.
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3. RESULTS

In order to validate the three FEMLAB models, 
three incident wave frequencies (or ka’s) were used for each 
model.

S ca tte red  wave p re s su re  in tensity  a round  the  s p h e re  (analytical solution)

u 0 
can 
asti

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
d is tance  (radii)

S ca tte red  w ave p re s s u re  in tensity  a round  th e  s p h e re  (FEM LAB solution)

-0.5 0 0.5 1 
d is tance  (radii)

Fig. 1. Analytical (top) and FEMLAB (bottom) solution for the 
elastic scattering problem. The plots show the near-field pressure 
intensity for a slice parallel to the direction of wave propagation 
(left to right) through the origin. The solution inside the sphere 
was not calculated.

The results of these simulations were compared against 
analytical solutions derived by Anderson [3] (fluid scatterer) 
and Faran [4] (rigid immovable and elastic scatterer).

The scattered wave pressure intensity at 180 locations, 
situated at a distance at one and a half radii from the 
scatterer center was used to calculate the average error. 
Table 1 shows the calculated average error of the FEMLAB 
solution with respect to the analytical solution for each of 
the models.

Figure 1 compares the analytical and the FEMLAB 
solutions for an elastic sphere (polystyrene) immersed in 
water for ka = 1. It shows a slice parallel to the direction of

propagation of the incident plane wave, which travels from 
left to right. Due to the cylindrically symmetric nature of the 
model, the plot is independent of its angle of rotation around 
the axis of propagation.

Table 1. Average error for each model

Scatterer Type ka % Error
Low Contrast Fluid 
(density: 1060 kg/m3 and 
sound speed: 1530 m/s)

0.8378 1.43
1.0 1.47
3.0 12.08

Rigid Immovable 0.8378 7.30
1.0 5.77
3.0 7.99

Elastic (Polystyrene) 0.8378 2.05
1.0 4.24
3.0 6.42

4. DISCUSSION AND CONLUSION

The average error of the FEMLAB solution with 
respect to the analytical solution generally increases as ka 
increases. This could be explained by the variation of the 
mesh density with respect to the wavelength of the incident 
wave. A higher value of ka, implies a smaller wavelength, 
which leads to a lower mesh density per wavelength. A 
lower mesh density causes a decrease in the accuracy of the 
solution.

The finite-element models presented above provide accurate 
predictions of wave scattering by three types of scatterers, 
fluid, rigid immovable and elastic. These models can be 
extended to solve acoustic scattering problems from 
arbitrarily shaped and complex structures such as cells.
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1. INTRODUCTION

Focus aberration produced by heterogeneous 
tissues can significantly reduce the spatial and contrast 
resolution of ultrasound imaging systems. Aberration can be 
particularly severe in breast imaging, which has limited the 
role of ultrasound in breast cancer diagnosis. Techniques 
based on adaptive inverse filtering1,2 are now the state of the 
art in ultrasound aberration correction. Compared to thin 
phase screen methods, inverse filtering techniques are less 
dependent on assumptions about the spatial organization of 
aberrating structures in tissue, but realistic aberration 
models are still needed to evaluate new focusing methods 
and guide improvement of their performance.

This paper introduces a three-dimensional breast anatomy 
model and image synthesis method designed for future use 
in numerical studies of aberration correction and lesion 
detection in ultrasound imaging. First-order speckle 
statistics of synthetic B-mode ultrasound images are 
analyzed as an initial step toward validation of the model. 
The objective of this analysis is to demonstrate that the 
synthetic images possess the non-Rayleigh speckle statistics 
that are characteristic of clinical ultrasound breast images.3

2. METHODS

2.1 Breast anatomy model

A three-dimensional breast anatomy model was 
implemented using polyhedrons, spline curves, and fractal 
structures to represent skin, fat lobules, connective tissue, 
and lactiferous ducts in a manner similar to recently 
developed models for x-ray mammography simulation.4,5 
An unlimited number of realizations of breast anatomy are 
possible via random variation of user-specified structural 
parameters.

2.2 Ultrasound image synthesis
A two-dimensional cross-section with 0.015 mm 

sample spacing was extracted from the anatomy model and 
input to a k-space (spatial frequency domain) ultrasound 
propagation simulator.6 Density, compressibility, and

frequency-dependent attenuation parameters were assigned 
to each tissue type based on literature values, and 
compressibility variations with root-mean-square magnitude 
equal to 1% of the nominal values were added to produce 
randomly distributed scattering. B-mode imaging with a 
192-element linear array was simulated using a synthetic 
aperture method. The simulated array had a 5 MHz centre 
frequency, a 3 MHz -6  dB bandwidth, and a one- 
wavelength element pitch. An image of a region without 
glandular tissue was synthesized with a 3.56x3.25 cm2 field 
of view, six transmit focal zones, and dynamic receive 
focusing. A control image of a statistically homogeneous 
fat-mimicking phantom was also synthesized using the same 
procedure.

2.3 Image analysis

Each image was partitioned in sixteen 2.0 x 4.5 
mm2 regions of interest (ROI). The point signal-to-noise 
ratio (SNR), which is equal to the mean divided by the 
standard deviation of the echo signal magnitudes, was 
computed for each ROI. Wilcoxon signed-rank tests were 
performed to test null hypotheses that the point SNR of the 
fat-mimicking phantom and breast model images were equal 
to the theoretical value of 1.91 for Rayleigh-distributed 
speckle. P-values less than 0.05 were considered significant.

Empirical distribution function (EDF) tests using the 
Anderson-Darling A 2 statistic7 were also performed to 
evaluate the goodness of fit of the Rayleigh probability 
density function (PDF) to histograms of echo magnitudes in 
the synthesized images. A2 statistics for each ROI were 
compared to 1.321, which is the critical value at 
significance level a  = 0.05 for an EDF test of the Weibull 
distribution7 (the Rayleigh PDF is a limiting case of the 
Weibull PDF). An A2 statistic less than the critical value is 
considered evidence that the data were sampled from the 
hypothesized PDF.

3. RESULTS

The cross section through the breast anatomy 
model and the resultant synthetic B-mode image are shown 
in Fig. 1. Corresponding features are labelled in both panels.
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Fig. 1. Cross section from the breast anatomy model (left panel) 
and synthesized B-mode image (right panel) displayed using a 
40-dB logarithmic grey scale. Dark pixels in the model represent 
skin and connective tissue, and lighter pixels in the interior of the 
model represent fat.

The point SNR of the breast model image was 1.50 ± 0.30 
(mean ± standard deviation over 16 ROI) and was 
significantly less than the theoretical value of 1.91 for 
Rayleigh-distributed speckle (p < 0.001). The point SNR in 
the control image of the fat-mimicking phantom was 1.89 ± 
0.06, which was not significantly different from 1.91 
(p = 0.20).

Figure 2 summarizes the A2 statistics obtained for each ROI 
in the two images. In the breast model image, A2 was less 
than the a  = 0.05 critical value of 1.321 in only two out of 
16 ROI. For comparison, A2 was less than the critical value 
in eight out of 16 ROI in the control image.

4. DISCUSSION

Fully developed Rayleigh speckle arises when a 
medium contains a large number of statistically 
homogeneous scatterers (i.e., at least ten scatterers per 
resolution cell) that are randomly and uniformly positioned 
throughout the field of view, whereas a medium that 
violates one or more of these conditions produces non- 
Rayleigh speckle. The only scattering sites in the fat- 
mimicking phantom are random compressibility variations 
on the scale of the spatial sampling. The breast model also 
produces stronger scattering from the interfaces between the 
fat and the connective tissue septa, which should alter the 
speckle statistics of the resulting image.

The expected products of the simulations were a Rayleigh- 
distributed control image and a non-Rayleigh distributed 
image from the breast anatomy model, so the point SNR 
data are encouraging. The point SNR significantly less than 
1.91 obtained in the breast model image is a characteristic 
of the speckle distributions observed in clinical ultrasound 
breast images.

Fig. 2. A2 goodness-of-fit statistics comparing the echo amplitude 
distribution in each ROI of the breast model and control images to 
the Rayleigh PDF. Speckle in an ROI is considered Rayleigh 
distributed at significance level 0.05 if A2 is less than the critical 
value of 1.321.

The EDF test results provide further evidence that the breast 
model produced non-Rayleigh speckle. However, the 
observation that speckle in the control image was not 
consistently Rayleigh distributed indicates a need for further 
characterization of the image synthesis algorithm. The 
results may be improved by inclusion of additional 
realizations of both types of image. In addition, 
implementation of a goodness of fit test for the K  
distribution that describes clinical breast images3 is 
desirable.
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1. i n t r o d u c t i o n

Thermal therapy utilizes heat to kill malignant cancer cells. 
Thermal therapies generally fit into one of two general 
categories, namely 1) moderate temperature hyperthermia or 
2) high temperature thermal ablation [1]. Moderate 
temperature hyperthermia is characterized by the use of 
elevated temperatures in the range of 42-45 degrees Celsius, 
with treatment times of 15-60 minutes [1]. Moderate 
temperature hyperthermia produces cytotoxic effects in 
malignant tissue when used in multiple treatments. High 
temperature thermal ablation is characterized by the use of 
temperatures greater than 60 degrees Celsius, with treatment 
times of 4-6 minutes [1].

Two modalities that can be utilized to noninvasively 
generate moderate temperature hyperthermia in malignant 
tissue are ultrasound (US) and radiofrequency (RF) 
electromagnetic radiation. High power phased array 
ultrasound systems can be used to generate and direct both 
moderate temperature hyperthermia and high temperature 
thermal ablation.

In addition to creating hyperthermic effects, high intensity 
US can also generate cavitation induced cellular lysis that is 
useful for destroying malignant tissue [2, 3]. The effects of 
hyperthermia and cavitation can also be utilized as 
activation mechanisms in targeted drug delivery [4, 5]. 
Targeted drug delivery is a noninvasive form of treatment, 
which results in drug activation that is limited to a 
prescribed region of the body for a controlled amount of 
time.

The phased array ultrasound systems described in this 
research usually consist of five components: (1) an array of 
ultrasound transducers, (2) electrical interconnects (3) 
resonant filters, (4) driving electronics, and (5) computer 
control software. The ultrasound prototype applicators 
described in this paper are 1D arrays constructed from Lead 
Zirconate Titanate (PZT) elements. The electrical 
interconnect serves as the electrical connection for the 
filtered output of the power electronics. The resonant filters 
pass only the fundamental frequency component in the 
square-wave output of the power electronics. The resonant 
filters also provide a voltage gain 3-10 times the input 
voltage. The driving electronics consist of a digital signal 
generator and Class-D power amplifiers. The digital signal

generator boards utilize field programmable gate arrays to 
generate low-level (0-3.3 V) frequency and phasing signals. 
Class-D power amplifiers amplify these low-level signals. 
A personal computer is interfaced with the power 
electronics to control the frequency, phase, and mode of 
operation. Through software control, either continous-wave 
(CW) or pulsed output signals are produced by the driving 
electronics.

Commercially available, custom built high power 
ultrasound arrays and the associated power electronics for 
use with hyperthermia are expensive and inflexible when 
considering operational characteristics such as the number 
of transducers, number of electrical channels, frequency of 
operation, modes of operation, and phasing. These issues 
motivate this research, which generates robust and 
operationally flexible phased array ultrasound systems that 
are cost-effective for thermal therapy applications.

2. METHODS

t
20 mm

1

Fig. 1: 1D ultrasound array with a flex circuit interconnect.

2.1 Ultrasound Array and Electrical Interconnect

The one-dimensional prototype ultrasound arrays were 
constructed from PZT (Navy Type III) and double-sided 
copper-clad Pyralux baffles. For a single array, a PZT plate 
was bonded to a baffle and a flexible interconnect circuit 
was bonded to the top of the PZT plate. A completed array 
is shown below in Figure 1.

The adhesive used for bonding was Cho-Bond 584 silver 
electrically conductive epoxy. After curing the epoxy
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bonds, a wafer-dicing saw was used to cut the PZT plate 
into individual elements, forming a 1D ultrasound phased 
array with an attached electrical interconnect. The flex 
circuit interconnect was made of single-sided copper-clad 
Pyralux. The interconnect circuit was designed using Orcad 
Capture and Layout software.

2.2 Resonant Filters

The resonant filters were comprised of capacitors and hand- 
wound toroidal inductors. These form a low-pass filter that 
has the same electrical resonant frequency as the elements in 
the array.

2.3 Driving Electronics

The digital signal generator boards use XILINX Spartan 
field programmable gate arrays to generate low-level (0­
3.3 V) frequency and phasing signals. These boards were 
programmed using the XILINX ISE Webpack software.
The digital signal generator operates in continuous-wave or 
pulsed mode with a frequency Range of 50kHz-20MHz.
The phase resolution at 1MHz is 0.6 degrees. This design 
can be expanded to synthesize 1024 channel signals. The 
Class-D power amplifiers are from a previous research 
project. The amplifiers are capable of driving 20 watts per 
channel, with a frequency range of 500-1000 kHz.

2.4 Computer Control

A personal computer controls the digital signal generator 
through a Matlab interface. A simple script adjusts the 
frequency, phase, and mode (CW or pulsed) of operation.

3. RESULTS

The system was tested after the ultrasound phased array was 
mounted in a water tank. The computer-controlled power 
electronics steer a focus at specified locations within the 
tank. The resulting focal patterns were mapped using a 
computer controlled positioning system and a hydrophone. 
The hydrophone was traced through a rectilinear grid, 
measuring the pressure generated by the ultrasound. Figures 
2 and 3 show two experimentally measured pressure fields.

4. DISCUSSION

The experimentally measured pressure fields demonstrate 
that the 1D ultrasound phased array is capable of generating 
and steering a focus within a water tank. The shape of the 
measured field in the direction of the array sampling is 
similar to the results obtained from computer simulations; 
however, measurements and simulations are dissimilar 
along the long axis of the array elements. This suggests that 
the particle velocity is not uniform across each active 
element, so more detailed computer models are required. 
This is confirmed in comparisons of simulations and 
measurements of single element pressure fields.

Fig. 2: Normalized pressure fie ld  generated by the 22-element 1D 
array shown in Figure 1. This array, which operates at 971.5kHz, is 
focused on-axis at [0, 0, 304.8] (mm).

Fig. 3. Normalized pressure fields generated by the 22-element 1D 
array shown in Figure 1. This array, which operates at 971.5kHz, 
is steered off-axis with a focus located at [-15, 0, 304.8] (mm).
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1. a b s t r a c t

Modes are symmetric focal patterns that exploit the 
symmetry o f ultrasound phased arrays and cancel the 
complex pressure field in multiple planes that contain the 
central axis. The mode scanning approach, which was 
originally derived for symmetric planar arrays populated 
with rectangular elements, is extended to include triangular 
and hexagonal elements. This focusing method is very 
useful for generating heating patterns in hyperthermia. An 
example o f mode scanning with 6-fold symmetry shown for 
a flat, two-dimensional ultrasound phased array populated 
with equilateral triangles. The pressure field o f a single 
triangular element is computed with the fast nearfield 
method, which generates pressure fields with relatively 
small errors. The derivation o f the element driving signals 
that produce different model focal patterns for any mode 
combines the characteristic o f geometric symmetry with the 
method o f gain maximization.

2. i n t r o d u c t i o n

Various scanning techniques generate useful 
heating patterns for hyperthermia with ultrasound phased 
array applicators. Spot scanning, which is effective for 
small and superficial tumors, is a focusing approach that is 
often employed, but for large and deep tumors this method 
generally produces axial hot spots [1]. Another technique is 
mode scanning [2], which has been demonstrated using a 
square array that produces a four-focus mode. Mode 
scanning cancels axial pressure fields and therefore 
effectively heats larger tumors. This paper demonstrates 
the results of mode scanning with 6-fold symmetry shown 
for a flat, two-dimensional ultrasound phased array 
populated with equilateral triangles.

3. METHODS

column vector o f array element surface particle velocities, u, 
through the matrix relation

p=H u, (1)
where H  is a complex forward propagation matrix that 
describes the transfer relationship between all array 
elements and all distinct focal points. With the gain 
maximization method, the normalized intensity gain, 
G=<p, p>/<u, u>, is maximized in order to minimize the 
total energy needed by the phased array to achieve given 
focal intensity values. For a single focus, a phase-only 
excitation scheme adopted from the gain maximization 
method computes the phase vector through the formula

e  = a rg (H  *' ) + a rg (p ) , (2)

and the amplitudes o f the array elements are determined 
through the formula

A = \ P | . (3)
< h, exp(j e )  >

3.3 M ode derivation

The derivation o f the element driving signals that produce 
different focal patterns for any mode combines the 
characteristic o f geometric symmetry with the method of 
gain maximization. The symmetric element arrangement of 
the array corresponding to six foci is shown in Fig. 1.
Using this ordering scheme, the partitioned complex 
excitation verctor can then be written as

[ ~ 1  ~ 2  ~ 3  ~ 4  ~ 5  ~ 6  "11u = \u u u u u u J

=  [w 1 u ' e j  u '  u ' e j  u '  u ' e J’ J  (4)

3.1 M ode definition

Modes are symmetric focal patterns that exploit 
the symmetry o f ultrasound phased arrays and cancel the 
complex pressure field in multiple planes that contain the 
central axis.

3.2 Excitation scheme

The gain maximization method [3] generates 
useful driving signals for multiple focus patterns. The 
complex focal point pressures, p, relate to the complex

In order to match the partitioning o f the input excitation u, 
the forward propagation vector can be separated as

h =  [h1 h 2 h 3 h 4 h 5 h 6 ] ,  (5) 

so equation (1) can be rewritten as

p  = h 1~ 1 + h 2~ 2 + h 3~ 3 + h 4~ 4 + h 5~ 5 + h 6~ 6 .(6)
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Fig. 1: Flat planar 2D ultrasound phased array comprised 
o f triangular pistons.

For six plane symmetric foci, the positions o f the six focal 
points mimic the symmetry o f the element ordering scheme. 

The six complex pressures are expressed as p  , p 2, p ^,

p ^, p s , and p s . All o f these relationships are combined 

into a single matrix expression according to

When the amplitude at each focus is equal, that is, |p1| = |p2|

= | p3| = | p4 = | p5| = | P6|, then

j n  j n  jnp = pe = p = pe = p = pe

=  [h +  e h +  h +  e h +  h +  e’ h ]u . (8)

Thus, the forward propagation matrix H o f a six focus mode 
can be reduced to a single vector,

~ ~  -  h~4 + h~5 -  h~6] (9)

In order to obtain the driving signals for the entire array, the 

h vector is computed first using equation (9), and then 

equation (2) computes the excitation u  1 .

4. RESULTS

Mode scanning simulations are evaluated for a flat, 
two-dimensional ultrasound phased array populated with 
150 equilateral triangles. The length o f each element is 1 
wavelength. The pressure field of a single triangular 
element is computed with the fast nearfield method [4][5], 
which generates pressure fields with relatively small errors.

Figure 2 shows the pressure field generated by this array of 
triangular sources in the focal plane. The focal plane is 80 
wavelengths from the surface o f the phased array. Fig. 2 
contains six symmetric foci and three planes o f symmetry 
in which the pressure field cancels perfectly.

Fig. 2: Pressure field  computed in the focal plane with 
mode scanning.

5. CONCLUSION

These results show that, with the combination o f geometric 
symmetry and the method o f gain maximization, element 
driving signals can be selected to generate sysmmetric 
patterns that cancel the pressure field in symmetric planes 
that intersect along the array normal and therefore eliminate 
axial hot spots.
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1. i n t r o d u c t i o n 2.2 Fast Near Field method US pressure computations

Among women living in the United States, breast 
cancer is the most common malignancy diagnosed and the 
second leading cause of death from cancer [1]. Better 
therapies are clearly needed for breast cancer, which 
motivates the development of new adjuvant hyperthermia 
treatments. External heating devices appropriate for deep 
hyperthermia in the intact breast include ultrasound phased 
arrays [2] and radio-frequency (RF) electromagnetic phased 
arrays [3]. Ultrasound (US) is an appropriate local modality 
for heating small targets in the breast (up to about 2cm 
diameter [4]), whereas heat generated by RF 
electromagnetic devices is delivered regionally across a 
much larger area. Ultrasound phased arrays have been 
evaluated for ablation of fibroadenomas in the breast [2], 
and RF phased arrays have been developed previously for 
ieep hyperthermia in the pelvis [3] and in the extremities 
[5], respectively.

When these two modalities are combined, 
significantly improved temperature distributions are 
observed in simulated hyperthermia treatments of locally 
idvanced breast cancer (LABC). Power distributions are 
simulated for a hybrid applicator consisting of a planar 
square US phased array and an RF phased array, and 
temperature responses are evaluated for hyperthermia 
treatments in the intact breast.

2.

2.1

m e t h o d s

Applicator and patient model

A 16.2cm wide and 16.2cm high 2D 1MHz US 
phased array is placed on one side of a water tank that 
defines the patient interface. This US phased array consists 
of 5329 circular sources, where each source has a diameter 
of one wavelength with X/2 spacing between adjacent 
elements. The RF phased array, which operates at 140 
MHz, consists of four end-loaded dipole antennas mounted 
on a Lexan water tank. The thickness of the lexan tank is 
about 0.5 cm. To facilitate coupling of US and RF into the 
patient model, the tank is filled with deionized water.

The 3D patient model, including breast, tumor, 
chest wall, heart, and lung structures, are extracted from MR 
or CT images. The contours that define these structures are 
manually extracted from patient images with a Matab based 
program and reconstructed in the finite element modeling 
software package HFSS (Ansoft Corp. Pittsburgh, PA).

The pressure field generated by a single source is 
calculated with the Fast Near field Method (FNM) [4]. The 
mode scanning technique [6] generates 2 or 4 focal spots 
while canceling the fields in some planes to reduce 
unwanted heat accumulated between the array and the tumor 
region. In order to reduce intervening tissue heating, focal 
spots are placed at the distal half of the tumor. The power 
deposition from each focal pattern is computed and 
multiplied by a weighting factor.

2.3 E field simulation and optimization

An edge based 3D finite element (FE) model 
calculates the electric (E) field distribution inside the breast 
and tumor region. The permittivity and conductivity values 
for human tissue are from Joines [6]. The FE mesh is 
truncated with a radiation boundary condition. The mesh 
node spacing is adapted such that the electric field is 
densely sampled near material interfaces. The E-field, 
based on Maxwell’s equations, is computed for each 
antenna with the finite element (FE) method using the 
commercial software HFSS.

Fig 1: Hybrid applicator model and patient model.

2.4 Temperature calculation and optimization

The total specific absorption rate (SAR) is the sum of the 
SAR from the E-field and the SAR produced by the pressure 
field. The temperature increase is calculated from the SAR
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using a finite difference formulation of the linear bio-heat 
transfer equation (BHTE). To obtain a more uniform 
temperature distribution inside the tumor, a Powell search 
algorithm determines the optimal relative weighting of the 
RF- and US-induced powers.

3. RESULTS

Based on the computed E-field and pressure fields, 
the SAR and temperature values are evaluated in a 16cm* 
16cm * 10cm volume that contains the breast and 
surrounding water. The fields produced by the RF and US 
arrays are calculated separately and then the SAR values are 
combined for temperature calculations. All fields are 
computed in 3D. Temperatures are demonstrated for 
individual and combined modalities in the central portion of 
the tumor, namely the xz plane with y = 5mm. Fig. 2 shows 
the temperature distribution produced by the RF phased 
array in this sample plane. The input power for each 
antenna is the same, and the phases of the four RF antennas 
channels are 70o, -63o, 113o, 0o. The US array likewise 
targets a spherical region located at (-2.5, 1.7, -3)(cm) with 
15 focal spots distributed in the back portion of the tumor. 
The temperature produced by the US array in the same 
plane as Fig. 2 is shown in Fig. 3.

Q.
Q.

=PP

Fig 2: The temperature distribution obtained with RF alone.

Q.
Q.

=PP

Fig 3: The temperature distribution obtained with US alone.

The total SAR of the hybrid RF/US phased array is 
the sum of the SAR computed from E field and the pressure 
field. The temperature calculated from the total hybrid SAR 
is shown in Fig. 4.

Q.
Q.

=PP

Fig 4: Temperature distribution obtained with the RF/US hybrid 
approach.

4. DISCUSSION

In the Fig. 4, the RF and US components heat 
separate portions of the tumor. As shown in Figs. 2-4, the 
hybrid method achieves a better temperature distribution 
inside the tumor than either modality applied alone. The 
hybrid method achieves this result because of the 
overlapping power contribution of the RF and US in the 
tumor, and problems with hot spots are therefore reduced.

REFERENCES

[1] R. T. Greenlee, T. Murray, S. Bolden, and P. A. Wingo, (2000) “Cancer 
statistics, 2000,” CA-Cancer J. Clin., vol. 50, no. 1, pp. 7-33.
[2] K. Hynynen, O. Pomeroy, D. N. Smith, P. E. Huber, N. J. McDannold,
J. Kettenbach, J. Baum, S. Singer, and F. A. Jolesz,(2001) “Mr imaging- 
guided focused ultrasound surgery of fibroadenomas in the breast: A 
feasibility study,” Radiology, vol. 219, no. 1, pp. 176-185.
[3] P. Wust, J. Nadobny, R. Felix, P. Deuflhard, A. Louis, and W. John, 
(1991) “Strategies for optimized application of annular-phased-array 
systems in clinical hyperthermia,” Int. J. Hypertherm., vol. 7, no. 1, pp. 
157-173.
[4] M. Malinen, T. Huttunen, K. Hynynen, and J. P. Kaipio, (2004) 
“Simulation study for thermal dose optimization in ultrasound surgery of 
the breast,” Med. Phys., vol. 31, no. 5, pp. 1296-1307.
[5] Y. Zhang, W. T. Joines, R. L. Jirtle, and T. V. Samulski, (1993) 
“Theoretical and measured electric field distributions within an annular 
phased array: Consideration of source antennas,” IEEE Trans. Biomed.
Eng., vol. 40, no. 8, pp. 780-787.
[6] W. T. Joines, Y. Zhang, C. X. Li, et al.(1994) “The measured electrical 
properties of normal and malignant human tissues from 50 to 900 MHz” 
Medical. Phys, 21 (4).
[7] R. J. McGough et.al,(2004) An efficient grid sectoring method for 
calculations of the nearfield pressure generated by a circular piston.
Journal o f  Acoustic Society o f  America, 115(5).
[8] R. J. McGough, H. Wang, E. S. Ebbini and C. A. Cain, (1994) Mode 
scanning: heating pattern synthesis with ultrasound phased arrays, 
International Journal o f  Hyperthermia, 10(3).

ACKNOWLEDGEMENTS
This work was funded in part by NIH grant 1R01CA093669.

93 - Vol. 33 No. 3 (2005) Canadian Acoustics / Acoustique canadienne



E f f e c t s  o f  M u l t i-Ta l k e r  B a c k g r o u n d  N o is e  o n  t h e  In t e n s it y  o f  S p o k e n

Se n t e n c e s  in  Pa r k in s o n ’s D is e a s e

Scott Adams, Ph.D.1, Olga Haralabous, M.Sc.1, Allyson Dykstra, M.Sc. 2, Kayla Abrams, B.Sc.1, Mandar Jog, M.D .3
1School of Communication Sciences and Disorders, 2Doctoral Program in Rehabilitation Sciences, 

3Department of Clinical Neurological Sciences 
University of Western Ontario, London, Ontario, Canada, N6G 1H1

1. in t r o d u c t i o n

Hypophonia or low speech intensity is one of the most 
frequent and commonly treated speech symptoms in 
Parkinson’s disease (PD) (Adams, 1997). The moment-to- 
moment impact of hypophonia on communication is often 
observed to be dramatically influenced by the intensity of 
the surrounding background noise. In general, the louder 
the background noise the more difficult it is for the person 
with hypophonia to communicate. Unfortunately, the 
relationship between speech intensity and background noise 
level has rarely been systematically examined in previous 
studies of hypophonia. A preliminary report, by Adams and 
Lang (1992), found that 90 dB SPL of white noise produced 
a marked increase in speech intensity in 10 PD subjects. In 
contrast, Ho, Bradshaw, Iansek and Alfredson (1999), found 
that pink noise, presented at 10-30 dB above threshold, 
produced minimal or no increase in speech intensity in a 
group of 12 PDs. These inconsistencies may be related to a 
number of factors such as, the severity of hypophonia, the 
type background noise, the noise levels, the speech tasks, 
the intensity measures, and the methods of stimulus 
presentation. Defining the relationship between speech 
intensity and background noise has important implications 
for the understanding, assessment and treatment of 
hypophonia in PD. The purpose of the present study was to 
attempt to define the relationship between speech intensity 
and background noise in individuals with hypophonia and 
Parkinson’s disease.

2. METHOD

This study included 10 idiopathic PD subjects (8 male, 
2 female), (64-78 years, M=69, SD=5.3) with hypophonia 
and 10 age-equivalent controls (9 male, 1 female), (55-80 
years, M=73, SD=4.4). All subjects with PD were reported 
by a Neurologist (MJ) to demonstrate reduced speech 
intensity or hypophonia. All subjects with PD were 
stabilized on their anti-parkinsonian medication and were 
tested at approximately 1 hour after taking their regularly 
scheduled anti-parkinsonian medication. Normal and PD 
subjects passed a 40 dB hearing screening.

All subjects were tested in an audiometric booth. During all 
conditions, subjects sat in a chair facing a wall of the 
audiometric booth. A loudspeaker was placed 72 inches in

front of the subjects. Subjects wore a headset microphone 
(AKG-C420) positioned a constant 6 cm distance from the 
mouth. The experimenter presented a standard tape- 
recording of multi-talker noise (Audiotech -  4 talker noise) 
through the loudspeaker, adjusting the dB level of the noise 
via a diagnostic audiometer (GSI 61). The speech of each 
subject was recorded using a digital audio tape recorder 
(Tascam DA-01). Subjects were required to repeat the 
sentences “I owe you a yo-yo. I owe you a yo-yo” 
(Goldinger, Pisoni, & Luce, 1996) in each noise condition. 
The sentence “I owe you a yo-yo” was selected because all 
segments within this sentence are voiced and therefore the 
sentence is fairly easy to segment and it has a fairly constant 
intensity contour.

The multi-talker noise was presented randomly to each 
subject in five dB increments ranging from 50-70 dB. Each 
dB level was presented twice in the following order: 50, 65, 
60, 70, 55 dB then 55, 70, 60, 65, 50 dB. The subjects’ 
recorded test sentences were digitized using Kay 
Elemetrics’ Visipitch program. The average intensity (dB) 
for each test sentence was determined using the Visipitch 
intensity analysis routine. A two-factor repeated measures 
ANOVA was used in the statistical analysis.

3. RESULTS

The results for the PD and control groups are 
shown in Figure 1. Both PDs and controls showed a 
significant increase in speech intensity across increases in 
the level of background noise (p=.0001). PD subjects were 
approximately 2-3 dB lower than controls across all noise 
levels. This PD versus control group difference approached 
significance (p= .065). Hypophonic PD subjects appeared 
to show a speech intensity versus background noise 
relationship that was parallel to the controls but at a 
consistently lower speech intensity (see regression lines in 
Figure 1). The speech intensity versus background noise 
regression lines for each of the PD subjects are shown in 
Figure 2. These regression lines all show a positive slope. 
Interestingly, the most severe hypophonic PD can be seen 
(Figure 2) to have a fairly strong positive slope. Figure 2 
suggests that there is no relationship between the severity of 
the subject’s hypophonia and the slope of the regression 
line.
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Fig. 1. Average speech intensity obtained from Parkinson disease 
and control subjects during 5 levels of multi-talker noise (50, 55, 
60, 65, 70 dB). Corresponding regression lines are a shown for 
each group.
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Fig. 2. Individual speech intensity versus background noise 
regression lines for the subjects with Parkinson’s disease (PD).

4. DISCUSSION

The results of this study suggest that subjects with 
PD show a systematic increase in speech intensity across 
increases in background noise. These findings agree with 
the first published demonstration of the “Lombard effect” in 
PD (Adams & Lang, 1992). The present study also showed 
that the positive relationship between speech intensity and 
background noise is approximately parallel to that of 
controls. Interestingly, despite this positive Lombard 
relationship, the PD subjects’ speech intensity was 
consistently below that of the controls for each of the noise 
levels examined. Thus, relative to controls, the PD subjects

showed a parallel but reduced speech versus noise intensity 
relationship.

The results of the present study are in contrast to one 
previous study by Ho et al. (1999) that failed to observe a 
strong positive Lombard relationship in their PD subjects. 
When comparing the methods of the Ho et al. (1999) study 
to those of Adams and Lang (1992) and to the present study, 
the main inconsistency appears to be related to the level of 
the background noise that was used. The Ho et al. (1999) 
study appears to have used noise levels that were below 50 
dB while the present study and the Adams & Lang (1992) 
study used noise levels that were above 50 dB SPL. In an 
earlier, study of the Lombard effect in normals, Lane and 
Travel (1971) warned that it may be difficult to demonstrate 
a strong and consistent Lombard effect at very low levels of 
background noise. It is suggested that this difficulty may be 
even more pronounced in hypophonic subjects. Future 
studies involving a wider range of background levels may 
be required to resolve this issue.

The present study highlights the potentially powerful and 
positive effects of background noise on speech intensity 
production in hypophonia. Future studies are required to 
determine if the Lombard effect can be incorporated into 
novel methods of treatment for individuals with PD and 
hypophonia.
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1. i n t r o d u c t i o n

Nasalance is a commonly used acoustic measure 
that allows a speech-language pathologist to validate and 
quantify the perceptual assessment of a speaker’s nasal 
resonance. It is particularly useful for the assessment of the 
hyper- or hyponasal resonance disorders that are often 
associated with conditions such as cleft palate or neurogenic 
dysarthria. The nasalance score is calculated as a ratio of the 
nasal sound pressure level to the combined nasal and oral 
sound pressure level (Fletcher, 1978). There are currently 
three commercially available instruments that measure 
nasalance: the Kay Nasometer 6200/ 6300 (Kay Elemetrics, 
Lincoln Park NJ), the NasalView (Tiger Electronics, Seattle 
WA), and the OroNasal System (Glottal Enterprises Inc., 
Syracuse NY).

Researchers and clinicians have noted that there is some 
variability between repeated nasalance measurements in the 
same patients (Bressmann, 2005). Watterson et al. (1994) 
studied the influence of speaker loudness on nasalance 
values. While the authors did not find significant differences 
in nasalance magnitudes for different loudness conditions 
they noted that nasalance scores tended to be lower when 
he speakers used a louder voice. Lewis et al. (2000) 
demonstrated that the vowel content in test sentences can 
significantly impact the nasalance magnitudes.

A factor that has not been investigated but that may 
contribute to the variability of nasalance scores is the 
emotional prosody of the speaker during an utterance. The 
purpose of the present study was to investigate the impact of 
different types of emotional prosody on nasalance scores. It 
was our hypothesis that different emotions would be 
associated with consistently different nasalance scores. As a 
co-variable, we investigated the impact of emotional 
prosody on different phonetic materials. Nasalance testing 
for hypernasality is usually carried out with non-nasal test 
sentences because these materials have a higher diagnostic 
value (Dalston & Seaver, 1992). We hypothesized that the 
impact of emotional prosody would be more pronounced for 
phonetically balanced materials because they allow a higher 
level of vocal plasticity than non-nasal stimuli.

Previous studies on emotional prosody have employed 
professional or amateur actors (Banse & Scherer, 1996).
The advantage of using actors is that these individuals are 
trained to portray different emotional states on command.

We therefore decided to conduct our experiment with a 
group of speakers who had acting experience.

2. METHODS

The participants were 6 females and 4 males with a 
median age of 29 years (SD 7.37 years, range 18-42 years). 
who were recruited from a university drama club. All 
recordings were made with the NasalView System in the 
same quiet office environment. The test items were recorded 
directly to hard disk at a sampling rate of 44.1 kHz stereo 
(16 bit). The noise filter threshold was set to 18dB to reduce 
the effect of ambient noise on the nasalance recordings. The 
mean nasalance values and the corresponding standard 
deviations were recorded from the computer screen. Two 
sentences were used as stimuli for this study. The sentence 
‘Hat sundig pron you venzy’ was taken from Banse & 
Scherer (1996). This sentence contains syllable structures 
that may be found in several indogermanic languages. It is a 
nonsense sentence, which has been found to be 
advantageous for the portrayal of emotions. The second 
sentence that we used was the sentence ‘He had two rock 
lizards’. This sentence is balanced for vowel content, 
contains no nasal sounds and has been used in previous 
research (Lewis et al., 2000). The emotional states that were 
portrayed by the speakers were hot anger, sadness, 
happiness, interest, boredom, and contempt, as well as 
neutral intonation. These particular emotions were chosen 
because Banse & Scherer (1996) demonstrated that they had 
the most salient perceptual cues for listeners and could be 
portrayed most convincingly by the actors. The order of 
presentation was randomized.

3. RESULTS

The participants read two repetitions of the two sentences in 
six portrayed emotions and in a neutral intonation, resulting 
in a total of 28 recordings for each participant. We 
calculated mean values for the two repetitions of each token. 
The nasalance scores for all sentences in the different 
emotional states can be found in Table 1 and in Figures 1 
and 2. For the non-nasal sentence ‘He had two rock lizards’, 
there was not much variability between the different 
portrayed emotions. The nonsense sentence ‘Hat sundig 
pron you venzy’ showed more variability. The highest 
nasalance values were observed for the ‘neutral’ and the 
‘sad’ conditions, the lowest values were found for ‘anger’ 
and ‘happiness’. In order to determine whether any of the
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observed changes in nasalance scores were significant, we 
calculated two series of t-tests between the neutral condition 
for each sentence and the corresponding six portrayed 
emotions. The alpha was Bonferroni-adjusted accordingly to 
p<0.008. We did not find any significant differences 
between the neutral and the emotional conditions for the 
sentence ‘He had two rock lizards’. For the sentence ‘Hat 
sundig pron you venzy’, we found significantly lower 
nasalance values for the emotions hot anger (p < 0.002), 
happiness (p < 0.005) and interest (p < 0.002).

Tab. 1. Mean nasalance scores and standard deviations for the 
sentences 'He had two rock lizards' and 'Hat sundig pron you 
venzy', spoken with different portrayed emotions.

‘He had two ‘Hat sundig pron 
rock lizards’______you venzy’_____

Neutral Mean 22.0 Mean 46.34
SD 3.11 SD 2.76

Hot anger Mean 23.68 Mean 37.79
SD 2.24 SD 3.09

Sadness Mean 24.25 Mean 45.86
SD 5.72 SD 8.57

Happiness Mean 22.95 Mean 38.79
SD 2.24 SD 4.96

Interest Mean 22.32 Mean 39.78
SD 3.42 SD 5.07

Boredom Mean 22.85 Mean 44.98
SD 5.11 SD 6.23

Contempt Mean 24.70 Mean 43.21
SD 4.21 SD 6.40

4. DISCUSSION

The amateur actors who participated in this study 
were able to portray the different emotions with relatively 
little variability in nasalance values across repeated 
measurements. The nasalance magnitudes for the non-nasal 
sentence ‘He had two rock lizards’ demonstrated that 
different portrayed emotions did not affect the nasalance 
values. The level of variability was higher for the nonsense 
sentence ‘Hat sundig pron you venzy’. The paired t-tests 
demonstrated that the portrayed emotions ‘anger’, 
‘happiness’ and ‘interest’ had significantly lower nasalance 
values. A number of subjects shared the feedback that they 
found it considerably easier to portray the different 
emotions when they were reading the nonsense sentence 
‘Hat sundig pron you venzy’. It is possible that the vocal 
and articulatory adjustments that are made in the vocal tract 
to convey an emotional state also affect the oral-nasal 
balance of the speaker. The conclusion drawn from the 
present study is that some types of affective prosody can 
impact on nasalance magnitudes. However, this impact is 
more pronounced for phonetically balanced materials than it 
is for non-nasal stimuli. This is good news for clinicians 
because diagnostic materials usually consist of non-nasal 
phonetic materials (Dalston & Seaver, 1992). When 
recording phonetically balanced materials, it is important to 
remember that affective prosody can confound the nasalance 
measurements. In order to obtain reliable nasalance

recordings, subjects should be instructed to read or repeat 
passages in an intonation that is as emotionally neutral as 
possible.

Fig. 1. Boxplots o f the nasalance scores for the sentence 'He had 
two rock lizards', spoken with different portrayed emotions.
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Fig. 2. Boxplots o f the nasalance scores for the sentence 'He had 
two rock lizards', spoken with different portrayed emotions.
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in t r o d u c t i o n

Dystonia is a neurological movement disorder 
characterized by sustained or tonic muscle contractions that 
can result in abnormal posturing and positioning of specific 
body regions. These tonic muscle contractions frequently 
are associated with abnormal and sometimes painful 
posturing and positioning, twisting and repetitive 
movements (Duffy, 1995; Fahn, Marsden & Calne, 1987). 
When dystonia affects the tongue it is known as lingual 
dystonia. Lingual dystonia, a hyperkinetic dysarthria, is 
characterized by abnormal contractions of the intrinsic or 
extrinsic muscles of the tongue that result in sustained 
tongue postures. In severe cases, lingual dystonia can have 
devastating effects on speech production and intelligibility.

There is no cure for lingual dystonia or any dystonia. 
The principle goals of therapy focus on reducing abnormal 
postures of the tongue, improving orofacial aesthetics, and 
ultimately restoring functional speech, masticatory and 
swallowing capabilities. One contemporary management 
technique that has produced generally favourable results is 
Botulinum toxin type A (BtA) injections to the intrinsic 
and/or extrinsic muscles of the tongue (Blitzer, Brin & 
Fahn, 1991; Charles, Davis, Shannon, Hook & Warner, 
1997; Dykstra, Adams & Jog, 2004). Side effects of BtA 
are usually well tolerated but can include mild dysarthria, 
difficulty chewing, and mild dysphagia (Goldman & 
Comella, 2003; Munchau & Bhatia, 2000).

In 1969, Darley, Aronson and Brown studied 30 
patients with hyperkinetic dysarthria associated with 
dystonia. These researchers established the most deviant 
speech dimensions of dystonia from most to least severe to 
be imprecise consonant articulation, vowel distortion, harsh 
voice, irregular articulatory breakdown, strained-strangled 
voice quality, monopitch and monoloudness. Speech rate in 
dystonia also was found to be generally slow, with abnormal 
direction and rhythm of movement. It should be noted, 
however, that Darley, Aronson and Brown’s 30 subjects 
with dystonia included individuals with oromandibular 
dystonia (OMD) and individuals with spasmodic dysphonia.

In a study examining the speech characteristics of 
patients with Meige’s syndrome (OMD and 
blepharospasm), Golper, Nutt, Rau and Coleman (1983) 
described one patient with severe lingual dystonia and a 
severe speech intelligibility deficit as having difficulty with 
forward tongue postures. As an example, the vowel /a/ was 
fronted, raised and diphthongized to become /aI/. A similar

fronting of lingual fricatives was noted in Dykstra, Adams 
and Jog’s (2004) acoustic and perceptual study of lingual 
dystonia.

Intelligibility deficits were associated with palatal 
fricatives being perceived as more fronted alveolar fricatives 
(i.e. /I ->s/. These phonetic errors were clearly associated 
with a corresponding abnormal increase in the frequency of 
the fricative spectra. An informal review of published audio 
and videotaped samples of OMD (Darley, Aronson & 
Brown, 1975; Klawans, Goetz & Tanner, 1988) suggests 
that abnormal lingual protrusion or fronting and lingual 
elevation or raising are fairly common sources of imprecise 
consonants, vowel distortions and intelligibility deficits in 
subjects with OMD. For example, two OMD patients in the 
Darley, Aronson and Brown audiotapes (#10 and #11) show 
very clear fronting and raising during connected speech and 
also during prolonged vowels (i.e. shift from /a -> i/ or /a ^  
æ/) and syllable repetitions (i.e. tA tA ^  tI tI).

The nature of dystonic lingual contractions is poorly 
understood and described in the literature. The purpose of 
this paper is to examine and describe the speech deficits 
associated with lingual dystonia using acoustic analyses. It 
will be proposed that the most common features of lingual 
dystonic contractions involve lingual protrusion and lingual 
elevation during speech production. Evidence from a case 
study of lingual dystonia is presented to support this 
hypothesis.

2. METHOD

Retrospective acoustic analyses of a previously 
published case study of lingual dystonia (see Dykstra et al., 
2004) was undertaken to determine and describe the nature 
of lingual dystonic contractions. This case-study involved 
an examination of the effect of BtA injections to the 
intrinsic muscles of the tongue on speech intelligibility. In 
the present investigation, acoustic analyses focusing on 
lingual-fricative spectra was conducted using spectrographic 
displays produced by the Time Frequency Response (TFR) 
software program (Avaaz, 1999) to investigate the 
hypothesis of abnormal lingual fronting and elevation.

3. RESULTS

Acoustic and phonetic analyses of this case suggest 
that lingual fronting and elevation are predominate features 
during lingual dystonic contractions. A prominent phonetic
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error was the misperception of the palatal fricative / I / for 
the alveolar fricative /s/. Upon examination of these 
fricatives acoustically, the frequency of / I / was elevated 
(6639 Hertz (Hz)) relative to a normal range of above 3000 
Hz (Kent, 1997). The increased frequency of / I / likely 
caused an incorrect perception of / I / as /s/ in the pre­
treatment condition. Following treatment, the frequency of 
/ I / approached a normal range and decreased to 
approximately 4300 Hz. The decrease in the frequency of 
/ I  / was reflected in the correct perception of the /s—I/ 
contrast post-BtA treatment (Figure 1).

predominate because of less resistance to upward (superior) 
versus downward (inferior) movement.

This examination lends preliminary support to the 
hypothesis of lingual fronting and elevation in lingual 
dystonia. Future directions include larger scale studies that 
systematically evaluate the exact mechanisms contributing 
to the speech deficit associated with lingual dystonia. 
Additional scientific investigation is merited to help 
evaluate this hypothesis.
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Fig. 1. Mean Frequency of fricatives /s/ and / I / - Pre and Post BtA 
Treatment.

Another prominent phonetic error was the misperception 
of /0/ for / I / prior to treatment with BtA. Acoustically, the 
frequency of / I / was in the 7000-9000 Hz range pre-BtA 
which is much higher than the normal range of above 3000 
Hz. This elevated frequency likely contributed to the 
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1. i n t r o d u c t i o n

Recently, new high frequency ultrasound devices have 
emerged with better system signal-to-noise ratio 
characteristics, which make it possible to measure 
ultrasound scattering in tissues so that small variations in 
scatterer volume fraction, which can result from changes in 
tissue microstructure due to cancer therapies, may have a 
significant impact on the backscattered signal. Previous 
studies have shown that the backscattered ultrasound power 
from suspensions of scatterers is related to the fraction of 
the total volume occupied by the scatterers. Although this 
volume fraction effect has been well studied for certain 
biological scatterers, in particular red blood cells (Shung et 
al., 1984; Mo et al., 1994), the sensitivity of these responses 
to packing order, assuming no aggregation, have not been 
investigated. In this study, a three-dimensional computer 
model was used to study the effect of position randomness 
on the ultrasound backscatter from cell suspensions at 
several volume fractions.

2. c o m p u t e r  m o d e l

Although producing cell suspensions in vitro with any 
desired volume fraction is a feasible undertaking, it is 
impossible to create suspensions in which cells have a 
precise degree of freedom of position. Therefore, a 
computer model was developed to study the effect of these 
two factors on ultrasound backscatter. To calculate the 
backscatter frequency response from a simulated suspension 
of cells, the total backscattered pulse must be computed. 
This is calculated by summing the individual backscattered 
pressure pulses generated from each cell (all cells are 
assumed to be identical), accordingly time-delayed by depth 
(frequency-dependent attenuation in the medium is assumed 
to be negligible) and weighted by a transducer aperture

Fig. 1. Backscattered pulse from a single AML cell interrogated 
with a broadband 20 MHz transducer (Baddour et al., 2005).

function. As there is currently no satisfactory scattering 
model for single, nucleated cells, a representative 
backscattered pulse measured from a single acute myeloid 
leukemia (AML) cell (13.4 ^m mean diameter) with a 
broadband 20 MHz focussed transducer (Baddour et al., 
2005) was used as the elemental scattered pulse (see Fig. 1).

• # * • • 

» - *

Fig. 2. Orthographic projections of realisations of some simulated 
cell suspensions, varying the volume fraction from left to right 
(0.02, 0.06, 0.10, 0.30) and varying the value of cellLocRange 
from top to bottom (0.00, 0.25, 0.50). Note that these are simply 
meant to be illustrative; the pack dimensions do not reflect the 
cylindrical region employed to obtain the simulation results.

The spatial arrangement of cells in the simulated 
suspensions can be varied, for example to simulate perfect, 
crystal-like sets or more random arrangements (some 
examples are presented in Fig. 2). The model extends a 
previously proposed two-dimensional model (Baddour et 
al., 2002) using the parameter cellLocRange to control the 
randomness of the cell positions in the suspension. Here, 
cellLocRange is defined as a fraction of the inter-cell 
spacing, for a given volume fraction, assuming an ordered 
lattice packing. When cellLocRange is zero, the cells are 
packed in a perfectly staggered lattice. As cellLocRange
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increases, cells are allowed to uniformly randomly take 
positions farther away (up to cellLocRange times the lattice- 
based inter-cell spacing) from their assigned lattice position.

3. RESULTS AND DISCUSSION

Cell suspensions were simulated for several values of 
volume fraction (up to 0.74, the limit for face-centered cubic 
packing of spheres) and cellLocRange. In each case, the 
total backscattered pulse returned by the model was used to 
calculate the integrated backscatter (IB) (Raju and 
Srinivasan, 2001). The IB was calculated for the range of 10 
- 3 0  MHz, corresponding to the 6 dB bandwidth of the 
transducer employed to acquire the backscattered pulse from 
the single AML cell. A reflected pulse, using the same 
acquisition setup as the AML cell measurement (Baddour et 
al., 2005), from a flat, polished SiO2 crystal, placed 
perpendicular to the beam at the transducer’s focus, was 
used as the reference in the IB calculation.

To enhance the confidence of the results, the IB was 
calculated for 10 independent suspension realisations at 
each parameter condition. The mean IBs are presented in 
Fig. 3. Although the mean IB was also calculated for the 
cellLocRange = 0 case, it is not presented in the figure as it 
fluctuates greatly with volume fraction, with no apparent 
trend. This behaviour is due to the perfect lattice nature of 
these packs; as the volume fraction is varied, the uniform 
spacing of the cells will inevitably correspond to an ideally 
constructive or destructive interference condition for the 
pulse, shown in Fig. 1, used as the elemental scattered pulse 
from individual cells in the model.

Fig. 3. The IB from simulated suspensions of cells with different 
degrees of position randomness (lower cellLocRange corresponds 
to more ordered, less random packing) for a wide range of volume 
fractions. Each IB curve represents the mean of 10 suspension 
realisations.

As expected, and previously documented (Hunt et al., 
1995), increasing the randomness of the scattering source 
positions increases the backscatter. In this model, because

the randomisation parameter cellLocRange is relative to the 
volume fraction, one might expect the gap in mean IB 
between the cellLocRange = 0.25 and cellLocRange = 0.50 
conditions to narrow for higher volume fractions, as the 
effective freedom of cell positions is reduced. However, this 
trend does not appear to exist. Nevertheless, for very low 
volume fractions, below 0.06, it is interesting to note that 
the degree of packing disorder does not appear to have a 
significant impact on backscatter.

The relation between IB and the fraction of the total 
observation volume occupied by cells, although appearing 
to plateau for high volume fractions, is generally positive. 
This is not what was seen with red blood cells (Shung et al., 
1984; Mo et al., 1994), where both the measured and 
theoretical backscatter coefficients decreased for volume 
fractions (hematocrit) above 0.2. The authors of these 
studies concluded that this effect was due to increasing 
correlation between cell locations as the volume fraction 
increases; with more ordered packing, destructive 
interference between individual scattered pulses becomes 
more likely. Although the model presented here does not 
prevent cell overlap, which becomes possible with higher 
cellLocRange values, it is not likely the only reason that a 
decrease in backscatter is not observed. The red blood cell 
models (e.g. hard sphere, continuum) assume a simple 
scattering function, whereas it is clear from the single cell 
pulse in Fig. 1 that the scattering from a nucleated cell is not 
trivial, with possibly some resonant component.

It is anticipated that this model will become a useful tool 
when attempting to interpret experimentally measured 
backscatter from suspensions of different cell types.

REFERENCES

Baddour, R. E., Sherar, M. D., Czarnota, G. J., Hunt, J. W.,
Taggart, L., Giles, A., Farnoud, N. R. and Kolios, M. C. 
(2002). "High frequency ultrasound imaging of changes in 
cell structure including apoptosis," Proc. IEEE Ultrason.
Symp. 1598-1603.

Baddour, R. E., Sherar, M. D., Hunt, J. W., Czarnota, G. J. and 
Kolios, M. C. (2005). "High-frequency ultrasound scattering 
from microspheres and single cells," J. Acoust. Soc. Am. 117, 
934-943.

Hunt, J. W., Worthington, A. E. and Kerr, A. T. (1995). "The 
subtleties of ultrasound images of an ensemble of cells - 
simulation from regular and more random distributions of 
scatterers," Ultrasound Med. Biol. 21, 329-341.

Mo, L. Y. L., Kuo, I. Y., Shung, K. K., Ceresne, L. and Cobbold,
R. S. C. (1994). "Ultrasonic scattering from blood with 
hematocrits up to one hundred percent," IEEE Trans. Biomed. 
Eng. 41, 91-95.

Raju, B. I. and Srinivasan, M. A. (2001). "High-frequency
ultrasonic attenuation and backscatter coefficients of in vivo 
normal human dermis and subcutaneous fat," Ultrasound 
Med. Biol. 27, 1543-1556.

Shung, K. K., Yuan, Y. W., Fei, D. Y. and Tarbell, J. M. (1984). 
"Effect of flow disturbance on ultrasonic backscatter from 
blood," J. Acoust. Soc. Am. 75, 1265-1272.

101 - Vol. 33 No. 3 (2005) Canadian Acoustics / Acoustique canadienne



T h e  Fa s t  N e a r f ie l d  M e t h o d  A p p l ie d  t o  A x is y m m e t r ic  R a d ia t o r s

James F. Kelly, Xiaozheng Zeng, and Robert J. McGough1
1Dept. of Electrical and Computer Engineering, Michigan State University, East Lansing, MI, 48824, USA

kellyja8@msu.edu

1. i n t r o d u c t i o n

The pressure fields radiated by baffled circular pistons have 
been studied extensively by the acoustics community [1]. 
Since many realistic transducers have a velocity profile that 
varies in the radial direction, the field generated by 
axisymmetric radiators is an important application [2,3]. In 
an earlier work, the authors derived a fast nearfield method 
(FNM) for pistons that have a spatially uniform velocity [4]; 
and in this paper, the FNM is extended to radiators with a 
radially varying normal velocity. This fast nearfield method 
is implemented and compared with the standard Rayleigh 
integral approach.

2. THEORY

Consider a circular piston of radius a lying in the x-y plane 
surround by an infinite, rigid baffle. Assume a lossless, 
homogeneous medium with density p  and sound speed c.

The single-frequency pressure Pa ( r ,  z ;6 )  generated by

this piston with a spatially uniform velocity of unity is given 
by the fast nearfield method (FNM)

P a ( r ,z;6 ) = —  J 
n  I

r cos/ - a

r + a - 2arc o s /

e ~  j k ^ r 2+ a 2 +z2 - 2 a r  cos /  jk z  d /

(1)

where r and z are the radial and axial observation 
coordinates, respectively. Eq. (1) is derived and analyzed in 
terms of error and speed in [4]. To extend Eq. (1) to the 
more general apodized piston, define an apodization 
function q(s) the gives the normal velocity of the piston as

function of radius s. As noted by [5], the pressure field 
generated by this apodized piston is synthesized by 
decomposing the circle of radius a into evenly spaced 
concentric annuli. Fig 1 illustrates this concept. By 
allowing the number of annuli to approach infinity, the 
following expression is derived:

u

P(r, z ;6 )  = J-8Ps (r ,z  ;a>) 

8s
q(s) ds (2)

Fig. 1: Schematic illustrating how an apodized piston is 
decomposed into contributions from concentric annuli.

By assuming that the normal velocity vanishes on the 
boundary of the piston (q(a) = 0), Eq. (2) is integrated by 
parts, yielding

a ^

P(r, z; a>) = -  \— Ps (r, z; (6) ds 
0 8s

Substituting Eq. (1) into Eq. (3) yields the final result

(3)

a n

P a z;6) =  - p -  J  q,( s)s J- r cos/ - a

3.

n  0 0 

jk -^r2+a2 +z2-2 a r  c o s /  ^  -  jk z

m e t h o d s

r2 + a2 - 2arc o s / (4)

d  /  ds

Eq. (4) is valid for any radial apodization. One choice for 
the aperture function is

q(s) = 1 -  (s / a )n (5)

where n is a fixed integer. A rigid piston corresponds to n = 
0, whereas a simply supported piston piston is modeled by n 
= 2 [3]. Although Eq. (4) is difficult to evaluate 
analytically, the double integral can be evaluated 
numerically via Gauss quadrature or other standard 
quadrature rules.

Canadian Acoustics / Acoustique canadienne Vol. 33 No. 3 (2005) - 102

mailto:kellyja8@msu.edu


4. RESULTS

A reference pressure field generated by a circular radiator of 
radius 1.5 mm operating at a frequency of 2.5 MHz is 
evaluated for a parabolic apodization (n=2). In order to 
compare Eq. (4) with the Rayleigh integral, a reference field 
is evaluated with 160,000 point Gauss quadratue rule on an 
axially offset 21 by 75 point grid with quarter-wavelength 
spatial sampling. Figure 2 shows the normalized pressure 
amplitude. The apodized beam pattern is more spatially 
bandlimited than a rigid piston beam pattern; in addition, the 
beam pattern in Fig. 2 lacks the on-axis nulls that 
characterize the unapodized piston’s pressure field.

The Rayleigh-Sommerfeld integral representing the 
apodized pressure field was also evaluated using the point 
source method [6]. Both the FNM and point source 
approaches were implemented in the C programming 
language and executed on a 3.0 GHz Pentium IV processor 
running Red Hat Linux. The FNM and point source method 
are evaluated with varying numbers of quadrature points. 
The resulting peak normalized errors and computation times 
are summarized in Tables 1 and 2.

Fig. 2: Normalized pressure amplitude fo r a parabolic radiator 
(n=2) with radius a=2.5 mm, or 2.5 acoustic wavelengths. Eq. (3) 
was evaluated with a 1000 by 1000 Gauss quadrature on an 
axially offset 21 by 75 point grid with quarter-wavelength spatial 
sampling.

6. CONCLUSION

5. DISCUSSION

Unlike the Raylieigh-Sommerfield integral, the FNM 
embodied in Eq. (4) does not expereince any numerical 
difficulty near the piston surface. This smooth behavior 
leads to a more rapid convergence with respect to number of 
quadrature points. As evinced by Tables 1 and 2, the FNM 
requires 0.0064 seconds to achieve 10% peak error, whereas 
the point source approach requires 0.0258 seconds; thus the 
FNM achieves a speedup by a factor of 4 at 10 % error 
level. At 1 % error, FNM achieves a speedup factor is about 
4.9 relative to the point source approach. Reduced 
computation times may be possible by implementing the 
grid-sectoring method described in [4].

A time-domain analog of Eq. (4) can also be obtained for 
transient excitations. This time-domain expression may 
prove useful in evaluating scattered and pulse-echo fields 
generated by imaging transducers.

Table 1. Quadrature points need for specified peak error.
10 % Error 1% Error

FNM 40 105
Point Source 140 442

A fast nearfield method has been derived for radially 
apodized circular pistons. Since this method is numerically 
well-behaved at all observation points, convergence is 
accelerated as compared to the point-source approach. A 
speedup on the order of 4 is achieved at 10 and 1 % peak 
errors.
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1. i n t r o d u c t i o n

The angular spectrum approach (ASA) is 
essentially a Green's function method that computes the 
field by multiplying the source and the Green's function, or 
propagation operator, in the spectral domain. Some ASA 
applications use the analytical Fourier transform of Green’s 
function as the propagator [1]-[3]; however, this method 
suffers from wrap-around error and aliasing. In the far field, 
large errors are produced because of the truncation of the 
spatial Green’s function. This paper presents a multi-planar 
angular spectrum approach based on the analysis of the 
errors. The additional source planes at the path of 
propagation reformulate the spatial propagator and 
compensate for the truncation errors.

Most investigations apply the ASA to planar sources, 
including single transducers and arrays. The ASA for 
cylindrically curved radiators has also been studied by Wu 
[4]. This paper will focus on the application of ASA on 
spherically focused circular pistons.

2. THEORY

1.1 Angular spectrum approach

The convolution relationship for the waves 
diffracted from finite apertures is

p(x,y,z) = po(x,y,zo) ® h(x,y, z ) , 1 
where p0(x, y,z0) is the source pressure in plane z0 and 

p(x,y,z) is the pressure in other planes. For time harmonic 

wave excitation, the spatial propagator h(x, y, z) can be 

represented by [5]
a 7

h(x,y,z) = ----- - (1 + jkd)e—jkd, 2
2nd3

where k=2rc/X is the spatial wavenumber, Az = z — z0 and

d = yjx 2 + y2 + Az2 . If p(x,y,z), p0(x,y,z), and h(x,y,z) are

transformed into spectral domain by 2D FFT, and Eq. 1 
becomes

P(kx,k y,z) = P0(kx,k y,z)H(kx,k y,z) , 3

where kx, ky, and kz are angular frequencies of the 
decomposed plane waves. The wave number

k = .^kx + ky + k 2 is constructed from these angular

frequency values.

Numerical implementations of these expressions sample the 
spatial fields at an interval of 5 in both x and y dimensions. 
Each pressure field input is confined to an L x L square area 
and sampled by an M x M grid. M is preferably an odd 
integer so that the source is symmetric with respect to the 
origin. To avoid problems with circular convolution, the 
source plane is zero padded and enlarged to an N x N 
matrix. In general, the accuracy of angular spectrum 
method is influenced by the spatial sampling rate, the size of 
the computational grids, and the angular resolution of 
spectra.

1.2. Spatial propagator and propagation distance

For a uniform sampling rate and field size, the 
errors produced by the ASA vary as a function of depth.
The errors generated by the spatial propagator are 
encountered in two distinct regions. First, as Az ^  0 a 
singularity appears at the origin of h(x,y,z), the steep slope 
of the signal makes adequate sampling impossible. Thus, 
the computation of the ASA in the region Az<1X-2À, 
consistently produces a relatively large error. Second, as Az 
increases, the wavefront spreads over larger region. A plane 
that captures most of the energy in the near field often 
includes much less energy in the far field. If a significant 
portion of the power is lost due to truncation, the resulting 
spectrum is distorted.

3. METHODS

2.1 spherically focused piston

Accurate fields of spherically focused pistons can 
be computed as reference by impulse response algorithm [6] 
with a high sampling rate. The excitation frequency is 
1MHz and acoustic velocity is 1500m/s for the simulation. 
Lossless media is assumed in these simulations.

2.2 Error evaluation

The normalized peak error is defined as the 
amplitude of the maximum error normalized by the peak 
pressure in one plane according to the expression

maxx,y I p (x,y,z) — pref(x ,y,z ) l 
"Hmax = | , s | ,

maxx,y | pref(x ,y,z)|

where pref(x,y,z) is the reference pressure, and 

p(x, y, z) is the pressure computed by the ASA. The
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notation maxx,y indicates that the error is evaluated in a 
transverse plane.

2.3 Multi-planar scheme

An adaptive computing algorithm propagates the fields 
along z direction and places multiple source planes 
according to a threshold. First, the errors are evaluated as a 
function of depth and the position where the error first 
exceeds the threshold is identified. This determines the 
location of the next source plane, and the fields in 
subsequent planes are computed from this source plane until 
the error threshold is again exceeded. The same process is 
repeated until all of the source plane locations are 
determined. The error within a short distance of the first 
source plane may exceed the threshold, but if the error drops 
below the threshold after one or two wavelengths, the points 
adjacent to the initial plane are discarded.

4. RESULTS

The multi-planar ASA is demonstrated for a spherically 
focused piston with diameter 2a=16cm and radius of 
curvature R=16cm. The normal evaluated at the center of 
the spherical shell, which is coincident with the z-axis, 
defines the origin of the Cartesian coordinate system. The 
computational volume is 16.2cmx16.2cmx32.75cm sampled 
at an interval of 5=l/2=0.075cm. Each plane is zero-padded 
to 512x512 points, and then a 2D FFT is evaluated. The 
adaptive multi-planar algorithm allocates five source planes, 
and this restricts the peak error to values below 5%. Figure 
1 is an illustration of the pressure field in the y=0 plane.
This result is obtained from source planes positioned at 
z=2.25cm, 4.5cm, 11.1cm, 21.45cm and 29.4cm.

Figure 1: Illustration o f  the pressure generated by a spherically 
focused piston computed with five source planes.

Figure 2 shows the peak errors as a function of depth. The 
solid line is computed by the initial source plane at 
z=2.25cm. With a single source plane (solid line), the error 
grows rapidly beyond the focus. Shortly thereafter, the error 
reaches 100%. The dashed line is the multi-planar result 
computed from five source planes. This result shows that 
the multi-planar approach maintains an error of 5% or less 
throughout the computational grid.

z(cm)

Figure 2: Peak errors as a function o f  depth. The solid line 
represents the error produced by one source plane at z=2.25cm, 
and the dashed line describes the error obtained with five source 
planes.

5. DISCUSSION

Since the inadequate truncation of the spatial 
propagator is one source of error, increasing the size of the 
sampled grid is expected to reduce the peak error.
However, in order to include 90% of the energy in h(x,y,z) 
at depths of z=10cm and 30cm, the extent of the sampled 
grid should be 27.2cm and 81.6cm, respectively. This 
calculation would require an excessive amount of computer 
memory. The multi-planar scheme reduces numerical errors 
by efficiently utilizing memory resources without adding a 
significant computational cost.

6. CONCLUSION

The calculations of pressure fields from spherically 
focused piston using ASA often suffer from truncation 
errors in the far field. The multi-planar ASA compensates 
for the error by adding additional source planes and 
achieves much greater accuracy.
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1. i n t r o d u c t i o n

Computing the transient pressure field generated by large 
phased arrays is helpful in designing ultrasound imaging 
systems. Methods for computing the transient near-field 
pressure of a planar aperture include the point-source 
method [1] and the spatial impulse response (SIR) method 
[2,3,4]. Recently, a rapid single integral approach has been 
developed for computing the time domain pressure 
generated by a baffled circular piston [5]. This solution is 
applied to a 129 element focused phased array and 
compared to a similar computation made using Field II [6].

2. THEORY

A time domain solution to the lossless wave equation can be 
derived subject to an input pulse v(t), which models the 
uniform normal velocity of the piston. Consider a baffled 
rigid piston with radius a radiating into a homogeneous 

fluid with density p 0 and sound speed c. Solving the wave

equation in cylindrical coordinates (r,z) yields the single­
integral solution:

p0ac7 r cosp- a
p(r, z  t) J V E  I-

r r  *  :

(1)

- y  r + z  + a -2arcosp )/ c-v(t - z  / c) d p
Although Eq. (1) can be directly evaluated in the time- 
domain using Gauss quadraure, the computational 
complextiy is significantly reduced by decoupling the 
temporal and spatial dependence in the integrand of Eq. (1). 
Consider a Hanning-weighted pulse v(t) with duration W, 
which is decomposed via

v(t -  r) = rect
V

t - r  

~W~.
(2)

n=1

where the delay r  depends on the spatial coordinates (r,z) 
and the variable of variable of integration p. Inserting Eq. 
(2) into Eq. (1) allows the temporal and spatial dependence 
to be seperated. The expansion functions in Eq. (2) are 
computed via trigonometric expansions. This decompositon 
reduces the number of integrations per observation point 
from the number of time samples to 6 without introducing 
any additional error.

A linear array of 129 circular elements is simulated with 
pistons of radius a = 0.30 mm (half -wavelength) and inter­
element spacing d  = 0.90 mm. Fig. 1 shows the array 
geometry. A computational grid using quarter-wavelength 
(0.15 mm) spatial sampling in both the lateral and axial 
dimensions was employed. The Hanning excitation pulse 
has a central frequency of 2.5 MHz and duration of 1.2 
microseconds. Beam steering and focusing is achieved by 
application of temporal delays to each element [7]. The 
total pressure is then synthesized via superposition. Beam 
steering and focusing are achieved by applying temporal 
delays. To focus on axis at distance F = 50 mm, quadratic 
delays are employed.

Fig 1: Densely sampled linear array. The array used in these 
computations has 129 circular pistons with radius a = 0.30 mm 
(half -wavelength) and inter-element spacing d  = 0.90 mm on a 
computational grid extending 288 wavelengths in lateral direction 
by 167 wavelengths in axial direction.

4. RESULTS
To determine the correct number of quadrature points to 
apply to the decomposition technique given by Eq. (1), an 
error analysis is shown in Table 1. As Table 1 shows, Eq, 
(1) requires 4 Gauss abscissas to achieve a 1 % peak error. 
Field II, which subdivides the aperture into rectangular sub­
elements, requires 484 sub-elements to achieve this error 
level.

Simulation pressure fields are shown in Fig. 2 at three 
successive times, where the pressure has been normalized 
with respect to peak pressure. The total computation time 
for this array system was 11 minutes. In comparison, 
similar computations using Field II softwarea [6] took 
approximately 8 hours to achieve commensurate accuracy. 
The peak field error is computed relative to a 1000 point

m e t h o d s

Field II version 2.86 for MATLAB, www.es.oersted.dtu.dk/staff/jaj/field/
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Table 1. Single-elem ent error analysis.

10 %  Error 1 %  Error

D ecom positon 3 abscissas 4 abscissas

Field  II 12 sub-elem ents 484 sub-elem ents

Fig 6: Normalized pressure fie ld  at three successive times for the 
phased array defined in Fig. 1. Pressure is normalized with respect 
to the peak value On-axis focusing at 50 mm is employed via 
quadratic time delays.

sampling frequency of 32 Hz (compared to Field’s 100 
reference field; a 4-point quadrature yields a peak error 
below 1% at all points in the computational grid. Since the 
present decomposition technique utilizes a temporal MHz 
sampling), less memory is used.

5. DISCUSSION
Fast and accurate incident pressure field compuations are 
necessary in several applications. Of particular importance 
is the interative design of imaging arrays (both 1 and 2D). 
Array geometry and parameters can be optimized by 
computing transmitted and pulse-echo pressure fields. 
Large-scale modeling of wave propagaton and scattering 
can also benefit from the fast method presented. Time- 
domain scattering methods, such as generalizations of the 
fast multipole method (FMM) [8] require incident field data 
on large, unstructed grids as an input.

6. CONCLUSION
A simulation scheme for pulsed computations with linear 
phased arrays has been proposed. Unlike previous methods 
[6], far field and aperture approximations are not used; 
instead, an exact time-domain solution forms the basis for 
array simulations, which is accelerated by decomposing the 
spatial and temporal dependence of the integrand.
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ABSTRACTS FOR PRESENTATIONS WITHOUT SUMMARY PAPERS

U n d e r w a t e r  A c o u s t ic s

A Smart Hydrophone For Underwater Acoustics 
N. Somayajula, B. Yan, S.E. Prasad, and R. Blacow
Sensor Technology Limited, Collingwood, Ontario, Canada

The paper will describe a smart, networkable hydrophone 
for underwater acoustics. The sensor module also has other 
integrated sensors that provide information on operational 
parameters such as temperature and pressure. The hydrophone 
can use the additional sensory information to self-compensate 
for variations in operating conditions, thereby providing more 
stable operational data. Such sensors will be able to identify 
themselves on a network and will include multi-channel 
sensing capabilities, a built-in amplifier and possible data 
multiplexing. The hydrophone will be able to store critical 
information such as sensitivity, capacitance etc. The additional 
sensor information can be multiplexed into a single output data 
stream. This paper describes the construction, architecture and 
applications for smart hydrophones in underwater acoustics.

P h y s ic a l  A c o u s t ic s /U l t r a s o u n d

Mri Measurements Of Acoustically Cavitated Fluid In A  
Standing Wave
Igor Mastikhin*, Benedict Newling
MRI Centre, Department of Physics, P.O. Box 4400, 
University of New Brunswick, Fredericton, New Brunswick, 
Canada E3B 5A3

The prevalent methods used in studies of cavitation are optical 
and acoustical. Given their nature, the techniques are sensitive 
to changes in optical or acoustical transparency respectively. 
The bubbles in a cavitating fluid reflect light and absorb and 
re-radiate acoustic signals. The shielding effect of surrounding 
bubbles makes it difficult to obtain information about the central 
zones of a cavitation cloud. In this work, Magnetic Resonance 
Imaging was applied, for the first time, to studies of cavitating 
fluid in a standing acoustic wave at 31kHz sound frequency. 
A spin echo Pulsed Field Gradient sequence was employed to 
sensitize the measurement to motion. Velocity spectra, kinetic 
energy maps and maps of dispersion coefficient were obtained 
for air-saturated water, water with surfactant (sodium dodecyl 
sulphate, 1mM) and water with sodium dodecyl sulphate / 
NaCl ([NaCl]=0.1M). Cavitation bubbles cause an increase in 
dispersion coefficient and acoustic streaming. These effects 
are not observed in degassed sample. Streaming was most 
developed in samples with surfactants which also demonstrate 
a pronounced anisotropy of the dispersion coefficient parallel 
and normal to the direction of the sound wave propagation. A 
stabilization of bubble surface and concomitant reduction of 
bubble coalescence by the surfactant can explain the observed 
differences.

E n g in e e r in g  A c o u s t ic s  & N o is e  C o n t r o l  - I

A Tribute to Herbert S. Ribner 
Dr. Werner Richarz, P.Eng., FASA
Aercoustics Engineering Ltd., 50 Ronson Dr. Suite 165, 
Toronto ON, M9W 1B3

Herbert Spencer Ribner, Professor Emeritus, University of 
Toronto Institute for Aerospace Studies passed away on May 
8, 2005. Over a period spanning seven decades Herbert S. 
Ribner made notable contributions in the field of aerodynamics 
and acoustics. His interest in acoustics was sparked by 
the noise from the test-sections of supersonic windtunnels 
while he was a section head at NASA Lewis (Cleveland). 
After moving to the then University of Toronto Institute for 
Aerophysics, he became one of the leading researchers in 
the field of aerodynamic noise generation and propagation. 
Under his guidance the ‘Aeroacoustics Group’ made many 
contributions towards a better understanding of boundary 
layer noise, jet noise and sonic booms. The presentation will 
give an overview of Ribner’s approach of combining theory 
and experiment, and provide some insight into the generation 
from sound and other sources.

H e a r in g  A id s

Using Active Control to Reduce the Occlusion Effect in 
Hearing Aids
Jim Ryan, Steve Armstrong and Betty Rule
Gennum Corporation

The hearing-aid occlusion effect occurs when the ear canal 
is occluded by a snug-fitting ear mold. Patients experiencing 
the occlusion effect often complain about the sound of their 
own voice when wearing their hearing aids. The traditional 
solution to this problem is to introduce a vent or opening 
through the hearing aid from the canal end to the faceplate. 
Unfortunately, significant amounts of venting can result in 
feedback problems. This paper describes an alternate solution 
for the occlusion problem that is based on active noise control 
techniques. The advantage of this approach is that occlusion 
can be reduced without the feedback problems caused by 
large vents.

Combined Impact of a Rapid Feedback Manager and 
Telephone Use on Acoustic insertion Gain 
Donald Hayes, David Eddins, and Carrie Secor
Unitron Hearing

Abstract: In this study a group of 18 adults were each fitted 
with 3 hearing aids. The shell styles were equally distributed 
between Behind-the-Ear, Full Shell, In-the-Canal and 
Completely-in-Canal. The participants placed a telephone
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handset over the aided ear while a series of insertion gain 
measurements were made of a signal generated through 
the handset. The stimuli consisted of several recordings of 
two talker babble filtered into 1000 Hz bands matching the 
bandpass frequencies of the aids under test. The results show 
that activating the feedback manager causes frequency specific 
(1000 Hz increments) increases in available aided insertion 
gain before the onset of acoustic feedback. The impact on 
available gain of different microphones, omnidirectional vs 
directional, and changes to venting, opened vs. closed will 
also be presented.

V ib r a t io n  C o n t r o l

Tranverse Vibrations of Centrifugally Stiffened Tapered 
Beams using Mathematica.
Dominic Jackson and S. Olutunde Oyadiji
University of Manchester, UK

In this paper, Mathematica is used symbolically to derive the 
governing differential equation of motion of rotating tapered 
Euler-Bernoulli beams in free vibration by Hamilton’s 
principle and solved by the Frobenius power series method 
respectively. Two cases of the beam geometry are considered 
each with a root offset from its axis of rotation. A symmetric 
cross sectional area is assumed in both cases but one beam 
tapers linearly along the span in one plane whereas the other 
tapers linearly in two planes. The non dimensional natural 
frequencies of vibration are evaluated in the exact sense for 
a few boundary conditions using a simple Mathematica code. 
The effect on the stiffness and natural frequencies due to 
variation of the root offset parameter and taper ratio is also 
investigated. Due to the very few publications available on 
the subject, a finite element routine is also used to validate the 
results obtained and the agreement is excellent.. The results 
demonstrate the reliability and the ease with which symbolic 
and numerical operations are carried out using Mathematica. 
The paper serves as a building block for the use of symbolic 
computation in the vibration analysis of rotating beams, plates 
and composite structures.

H e a r in g  S c ie n c e  &  H e a r in g  C o nser vatio n

Noise exposures caused by respirators in neonatal intensive 
care
A. M ayrand, , S. D. Scollie, H. Roukema, and M. 
Cheesman
National Centre for Audiology, University of Western Ontario, 
London, Canada N6G 1H1.

The focus of this study was noise exposure in the neonatal 
intensive care unit at St. Joseph’s hospital in London, Ontario. 
Noise levels produced by five different modes of ventilation 
were measured in order to determine if any may be a 
contributing factor in permanently shifting hearing thresholds 
in neonates. Noise levels produced across the frequency

spectrum were measured with a probe tube microphone in 
the ear canal and in the nasopharynx of neonates. Dosimetric 
measurements and transfer functions were also determined 
and used to estimate noise exposure from ventilated related 
sources and resonant properties of low birth weight infants’ 
ear canals.

Sound Sense: Saving O ur Students’ Hearing 
Gael Hannan
The Hearing Foundation of Canada, Toronto, Canada.

Research shows that children are experiencing Noise-Induced 
Hearing Loss which can profoundly impact their academic, 
social and career success. Sound Sense: Save Your Hearing 
fo r the Music! / Oui à l ’Ouie: Ménagez Vos Oreilles Pour 
La Musique! is a hearing conservation program developed 
by The Hearing Foundation of Canada that will be introduced 
to 3,000 Ontario elementary schools over the next two school 
years. The music-themed program complements the core 
health curriculums and teaches students the ‘why’, ‘when’ and 
‘how’ of protecting their hearing. The presentation provides 
an overview of this entertaining and innovative program that 
we hope to make available to every middle school student in 
Canada.

Physiologic indicators of auditory dysfunction in children 
with suspected auditory processing disorders 
P. Allen, C. Allan, and N. Chelehmalzadeh
National Centre for Audiology, University of Western 
Ontario, London, Canada.

The integrity of the auditory system in cases of auditory 
processing disorders (APD) is often the subject of 
controversy and uncertainty. From an ongoing study of 
children with suspected APD, indicators of physiologic 
dysfunction in the auditory nerve and/or brainstem will be 
reported. While hearing threshold levels are well within 
normal limits, a large number of the children participating 
present with abnormalities in acoustic reflex thresholds 
(measured bilaterally both ipsi- and contra-laterally to 
stimulation) and/or abnormal Auditory Brainstem Responses. 
Findings from over 50 clinical cases will be presented.

S p e e c h  S c ie n c e s  I

Auditory Perceptual Evaluation Voice Acceptability and 
Listener Comfort in Non-Normal Vocal Signals 
Philip C. Doyle1, Michelle Durdle2, Paul G. Beaudin1, and 
Tanya L. Eadie3
1Voice Production and Perception Laboratory, Doctoral 
Program in Rehabilitation Sciences; 2Department of 
Psychology, The University of Western Ontario, London, 
ON, N6G 1H1; 3Department of Speech and Hearing Sciences, 
University of Washington, Seattle, WA, 93105

The use of voice acceptability and listener comfort as auditory- 
perceptual dimensions of voice and speech signals may serve
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as important measures for both laryngeal and non-laryngeal 
speech communication. This study sought to determine the 
psychophysical character of listener ratings of acceptability 
and listener comfort for non-normal speaker samples using 
direct magnitude estimation (DME) and equal appearing 
interval (EAI) scaling procedures. The potential relationship 
across the auditory-perceptual ratings of voice acceptability 
and listener comfort was also assessed. Experimental voice 
samples were generated by individuals who had undergone 
surgical removal of the larynx and who used pulmonary driven 
“esophageal” vibration as an alternative voicing source. This 
method of communication is termed tracheoesophageal (TE) 
speech. Thirty-two normal-hearing naïve listeners assessed 
22 adult male TE speech samples for perceived acceptability 
and listener comfort. Results yielded a significant relationship 
between auditory-perceptions of both voice attributes. It 
was also determined that listeners judge acceptability on a 
metathetic continuum and rate listener comfort on a prothetic 
continuum. Therefore, auditory-perceptual evaluation of TE 
voice and speech must be made using DME scale for listener 
comfort, however, acceptability can be validly scaled using 
either EAI or DME methods.

S ig n a l  P r o c e s s in g  &  N u m e r ic a l  M e t h o d s  I

Acoustic Ray Tracing For 3D Environment Simulation. 
Lu Meng and David Gerhard
Department of Computer Science, University of Regina, 
Regina, SK S4S 0A2

Inspired by ray tracing algorithms used for 3D graphic 
rendering, this paper describes progress toward the 
implementation of a 3D sound environment simulation using 
acoustic ray tracing. Current 3D sound simulations focus on 
3D panning, and on sound effects such as parameter-based 
reverberation, which often has little or no direct relationship 
to the simulated space but is chosen from a set of standardized 
templates. Our approach seeks to simulate a 3D sound 
environment using only the geometric layout of a virtual room, 
the location of sound source in that room and the location 
and orientation of the listener. Ray tracing assumes that light 
travels in a straight line until reflected or refracted by objects 
or materials Acoustic ray tracing makes use of the same 
principal, taking into account that the frequency of sound is 
much lower than that of light, and that low frequency sounds 
propagate differently than middle to high frequency. [work 
supported by Natural Sciences and Engineering Research 
Council of Canada]

S ig n a l  P r o c e s s in g  &  N u m e r ic a l  M e t h o d s  I I

A Modal analysis of an Indian Gong
Paresh G. Shravage, S. Parmeswaran, and K.V.deSa
Electro-Acoustics Research Lab, Dept. of Physics, N.Wadia 
College, Pune, Maharashtra, India -  411001

Indian gong is a Percussion instrument. It is used in many 
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concerts and religious processions for its musical tones. 
It is made from brass metal with some iron content to get 
hard metallic tones. It is hammered at centre to get hard 
tone after repeated intervals. It is approximately 30 cm 
in diameter and 5-10 mm in thickness. The study has been 
done for modal analysis of the gong to check modal shapes 
and tonal qualities. The paper relates to modal analysis of 
the gong by accelerometer and holographic analysis of the 
gong for validation of the modal shapes. The methodology 
of the work is, a circular grid of circles is plotted on the gong 
and an accelerometer is mounted on every point to check 
the response of the surface by spectrum analyzer. The Gong 
is excited by an impact hammer at particular frequency. 
This procedure is repeated for other points for different 
frequencies and response is checked for those frequencies. A 
Time-average holographic study is also done to see the modes 
of vibration. The modal shapes are found by post processing 
of the recorded data using software. In conclusion the paper 
will cover modal analysis of the gong, holographic aspect as 
a non-destructive tool for vibration analysis and use of whole 
study for designing musical gong for different materials.

P h y s io l o g ic a l  a n d  B io a c o u s t ic s

Characteristics of chimney swift in-flight vocalizations. 
Jenn Bouchard
Department of Biology, Biological and Geological Sciences 
Building, University of Western Ontario, London, Ontario 
N6A 5B7

Among the most aerial of land birds, the highly gregarious 
chimney swift (Chaetura pelagica), is also well known for 
its unmistakable vocalizations. Despite being a defining 
feature of the species, the context in which these acoustic 
signals are given as well as their characteristics remains 
poorly understood. From June until the end of September 
2005, the images and sounds of chimney swifts in flight 
were simultaneously recorded at various locations in London 
Ontario. Call characteristics were analyzed using Avisoft- 
SASLab Pro (Version 4.2). The use of two digital cameras 
enabled the re-creation of flight paths allowing changes in 
call characteristics to be observed along with changes in the 
position of group members relative to each other. In addition, 
a catalogue of in-flight behaviour and associated vocalizations 
was developed. Finally, chimney swift call characteristics 
were compared to those of other bird and bat species.

Distress calls in Neotropical bats 
Juliet J. Nagel
University of Western Ontario, Department of Biology, 
Biological & Geological Sciences Building, London,
Ontario, N6A 5B7

“Distress calls” are typically viewed as sounds produced 
by an animal in situations of extreme stress, such as being 
captured by a predator or held by a researcher. With their 
notable acoustical abilities, bats provide a good opportunity
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to study the form and function of distress calls. By recording 
the sound produced and examining the situation the bat was 
in, the aim of this project was to define what a distress call is. 
Research was conducted at Lamanai Outpost Lodge in Belize, 
Central America, during May to August, 2005. Distress calls 
were recorded from bats tangled in mist nets, placed in a wire 
cage, and held by a researcher. While few bats called during 
the first two situations, on average almost half of all bats 
called when held by a researcher, though this varied greatly 
with species. Calls were then analyzed with BatSound Pro 
(Pettersson ElektronikAB), and distress calls from the different 
species were compared. While calls were usually broadband 
and often showed similar structure, each species had a unique 
call. Finally, using an ultrasonic speaker, distress calls were 
played at mist nets. Recordings of echolocation and static 
were played as controls. Capture rates and species caught 
were then evaluated to determine if distress calls served to 
attract or repel other bats from the area.

E n g in e e r in g  A c o u s t ic s  II

Evaluating the Accuracy of Determining Hourly Road 
Traffic Noise Levels Using Typical Versus Actual Road 
Traffic Distributions
Peter VanDelden, Jakub Wrobel, Marcus Li, Chris Palis, 
and scott Penton
RWDI Air Inc., 650 Woodlawn Road West, Guelph, Ont., 
N1K 1B8

The determination of background sound level in Ontario is 
frequently determined from road traffic modelling. Limits 
are based on the lowest hourly value, and therefore road 
traffic noise modelling requires hourly traffic counts for the 
entire day. Many jurisdictions do not have complete hourly 
traffic counts available; instead, only 8-hour counts, peak 
AM/PM hour counts, or estimated AADT values may be 
obtained. The Institute for Transportation Engineering (ITE) 
has published a typical hourly traffic distribution for arterial 
roadway networks, which may be used as a proxy for the 
hourly distribution of traffic. The validity of using the ITE 
distribution for determination of ambient noise levels from 
rural, secondary, and major arterial roads is assessed. Hourly 
noise levels predicted using the ITE distribution versus actual 
traffic distributions from a number of different regions and 
communities are compared. Availability of appropriate traffic 
data in Ontario is also surveyed.

Validation of the STEAM Rail Traffic Noise Prediction 
Model -  Initial Results
Peter VanDelden, Chris Palis, Darron Chin-Quee, and 
scott Penton
RWDI Air Inc., 650 Woodlawn Road West, Guelph, Ont., 
N1K 1B8

The “Sound from Trains Environmental Analysis Method 
(STEAM) algorithms, published by the MOE, is the standard

method for rail traffic noise prediction within Ontario, and 
is used extensively in other jurisdictions. The algorithms 
are based on older federal models also still in use (CHMC). 
A recent project conducted by RWDI allowed for the direct 
comparison of measured pass-by and overall long-term Leq 
levels at various setback distances for a well travelled section 
of railway. The results showed that the STEAM prediction 
method consistently over-predicts sound exposures by as 
much as 7 dB. This paper presents the initial results of the 
RWDI’s analysis.

Environmental Considerations for Noise Barriers 
Jason Tsang1, Craig Vatcher2, Scott Penton1
1 Rowan Williams Davies & Irwin Inc., 650 Woodlawn 
Road West, Guelph, Ontario, N1K 1B8 
2. RWDI Air Inc., Suite 1000, 736 - 8th Avenue SW, Calgary, 
Alberta, T2P 1H4

Noise barrier walls are often used as a low-cost, low-tech 
solution for industrial noise control. However, wind loading 
on the barrier and snow accumulation due to the barrier can 
affect the required structural design of roof systems and the 
operation of mechanical equipment. This paper illustrates 
the wind and snow loading issues for noise barriers, and the 
acoustical effects of mitigation measures used to reduce snow 
loading effects.

B io m e d ic a l U lt r a s o u n d  I

Exploring the mathematical relationship between acoustic 
and visual speech for facial animation.
Matt Craig, Pascal van Lieshout, and Willy Wong
Oral Dynamics Lab, University of Toronto, 160-500 
University Avenue, Toronto, M5G 1V7

Speech perception involves two human senses, hearing and 
seeing. The synchrony between acoustic and visual speech is 
a strong driving force for the development of facial animators, 
which attempt to predict facial motion given an acoustic speech 
input. A number of different models have been proposed for 
such “speech-driven facial animation”, which vary both in 
methodological approach and computational expense. This 
presentation will focus on a computationally and conceptually 
simple model of audio-visual speech production, one that 
relates acoustic speech and visual speech through a linear 
transformation. The model is tested on an unprecedented 
large number of subjects (N=16), with a large set of generic 
sentences, as well as sentences composed of highly controlled 
contexts to elicit specific types of articulator motion. On 
average, the transformation can predict 70% of facial motion 
for any input acoustic sentence, but this result is influenced 
by the context of the sentence. Preliminary evaluations of 
predicted facial animations show them to be quite realistic 
for most sentences, suggesting that the simple approach 
taken here may provide a time-efficient alternative for facial 
animation as opposed to more computational methods. This 
research is relevant to animating talking faces for multimedia
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or telecommunications, and further may be useful for the 
rehabilitation of patients who have suffered forms of facial 
paralysis, such as those suffering from Parkinson’s disease.

Perceptual correlates of compensation and adaptation to 
biteblock perturbation in people who stutter 
Aravind K. Namasivayam and Pascal H. H. M. van 
Lieshout
Oral Dynamics Laboratory, University of Toronto, 160-500 
University Avenue, Toronto, ON M5G 1V7

The purpose of the study was to test the hypothesis that 
persons who stutter (PWS) would differ from control 
speakers in their ability to compensate and adapt to the 
presence of a bite-block perturbation. To test this hypothesis, 
speech samples from 5 PWS and 5 fluent speakers spoken 
at 2 rates of speech (normal and fast) under 3 conditions 
viz., with and without the bite-block and after 10 minutes of 
speaking practice with the bite-block in place, were paired 
up in various combinations to form the test stimuli. These 
pairs of stimuli were then presented to 17 listeners using an 
AX paradigm. The listeners rated the speech quality of the 
test stimulus (X) on how closely it resembles the exemplar 
(A) on a computerized 10-cm visual analog scale. The 
results indicated that compensation to the bite-blocks were 
partial, immediate (no difference between practice and no 
practice conditions), and similar across groups at normal 
rates. However, at fast rates of speech, PWS were not able to 
compensate to the same extent as fluent speakers. These results 
will be discussed in terms of potential group differences in 
the use of specific speech motor control strategies.

S peech  S c ien ces  III

Reconstructing 3D tongue movement trajectories from 
multiplanar paced ultrasound scansHeather Flowers, 
Tim Bressmann, Brent carmichael, chiang-Le Heng 
Department of Speech-Language Pathology, University of 
Toronto, 500 University Avenue, Toronto ON M5G 1V7

Investigations of tongue movement in speech are 
usually limited to the midsagittal plane (electromagnetic 
articulography, videofluoroscopy, B-mode ultrasound). 
However, tongue movement in speech is a three-dimensional 
process, and the position of the lateral free margins of the 
tongue cannot be automatically inferred from the midsagittal 
plane. We present a new method of reconstructing 3D 
tongue movement of running speech from multiple 2D 
ultrasound scans. Seven normal participants read a poem 
to a metronome beat. The tongue surface for each speaker 
was reconstructed from ultrasound scans in 4 coronal planes. 
The goal of our research was to identify global indicators 
of tongue movement that differentiate between individuals. 
Our preliminary results suggest that normal speakers can be 
differentiated mainly on the basis of their midsagittal tongue 
grooving. Some speakers maintain midsagittal grooving 
(contraction of the GG) throughout a lengthy speech stream

while others adopt a flatter tongue position with a possible 
center of control (stability) determined by concavity at 
the tongue blade. Principal component analyses revealed 
fluctuating boundaries between the functional segments of 
the tongue in different speakers.

Acoustic and psychophysical relationships and the 
classification of dysphonic voice 
Philip C. Doyle1 and Tanya L. Eadie2
1Voice Production and Perception Laboratory, Doctoral 
Program in Rehabilitation Sciences, The University of 
Western Ontario, London, ON, N6G 1H1 
2Department of Speech and Hearing Sciences, University of 
Washington, Seattle, WA, 93105

Efforts seeking to identify relationships between acoustic 
measures of voice and auditory-perceptual assessments 
of voice quality have been longstanding in the literature. 
This study assessed this relationship through perceptual 
judgments of 30 adults with dysphonic voices and six normal 
participants by 12 naïve adult listeners. Perceptual features 
of voice severity and pleasantness were evaluated using direct 
magnitude estimation (DME) scaling tasks. Additionally, 
multiple acoustic measures of the vocal signal were obtained 
for long-term average spectra, glottal noise, as well as 
measures based on linear prediction. Classification capacity 
of the two measures was assessed using logistic regression 
analysis. The data obtained suggest that high levels of 
classification accuracy may be achieved when both measures 
are considered. Differential profiles related to classification 
will be discussed relative to this analysis and the application 
of such measures to improved classification of normal and 
dysphonic voice. [Work supported through CIHR].
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NEWS / INFORMATIONS

CONFERENCES

If you have any news to share with us, send them by mail 
or fax to the News Editor (see address on the inside 
cover), or via electronic mail to 
stevenb@aciacoustical.com

2005

12-14 October: Acoustics Week in Canada. London, 
Ontario, Canada. Web: http://caa-aca.ca 
17-18 October: Wind Turbine Noise: Perspectives for 
Control. Berlin, Germany. Web:
www.windturbinenoise2005.org

17-21 October: 150th Meeting of the Acoustical Society of 
America JOINT with NOISE-CON 2005, Minneapolis, 
Minnesota. Contact: Acoustical Society of America, Suite 
1NO1, 2 Huntington Quadrangle, Melville, NY 11747­
4502; Tel: 516-576-2360; Fax: 516-576-2377; E-mail: 
asa@aip.org; Web: asa.aip.org

19-21 October: 36th Spanish Congress on Acoustics and
2005 Iberian Meeting on Acoustics. Terrassa-Barcelona, 
Spain. Web: www.ia.csic.es/sea/index.html

25-26 October: UK Institute of Acoustics Autumn 
Conference 2005. Oxford, UK. Web: www.ioa.org.uk 
27-28 October: Autumn Meeting of the Swiss Acoustical 
Society. Aarau, Switzerland. Web: www.sga-ssa.ch 

27-29 October: Meeting of the International Society on 
Therapeutic Ultrasound. Boston, MA, USA. Web: 
www.istu2005.org

04-05 November: Reproduced Sound 21. Oxford, UK. 
Web: www.ioa.org.uk

09-11 November: Australian Acoustical Society Meeting 
"Acoustics in a Changing Environment". Busselton, WA, 
Australia. Web: www.acoustics.asn.au/divisions/2005- 
conferenece.shtml

14-18 November: XVI Session of the Russian Acoustical 
Society. Moscow, Russia. Web: www.akin.ru
07-09 December: Symposium on the Acoustics of Pro­
Elastic Materials. Lyon, France. Web: 
http://v0.intellagence.eu.com/sapem2005

2006

15-19 May: IEEE International Conference on Acoustics, 
Speech, and Signal Processing (IEEE ICASSP 2006). 
Toulouse, France. Web: http://icassp2006.org

5-7 June: 6th European Conference on Noise Control 
(Euronoise2006). Web: www.acoustics.hut.fi/asf

5-9 June: 151st Meeting of the Acoustical Society of 
America, Providence, Rhode Island. Contact: Acoustical 
Society of America, Suite 1NO1, 2 Huntington 
Quadrangle, Melville, NY 11747-4502; Tel: 516-576-2360; 
Fax: 516-576-2377; E-mail: asa@aip.org; Web: 
asa.aip.org
26-28 June: 9th Western Pacific Acoustics Conference. 
Seoul, Korea. Web: www.wespac8.com/WespacIX.html

CONFÉRENCES

Si vous avez des nouvelles à nous communiquer, 
envoyez-les par courrier ou fax (coordonnées incluses à 
l ’envers de la page couverture), ou par courriel à 
stevenb@aciacoustical.com

2005

12-14 octobre: Acoustics Week in Canada. London, 
Ontario, Canada. Web: http://caa-aca.ca 
17-18 octobre: Wind Turbine Noise: Perspectives for 
Control. Berlin, Germany. Web:
www.windturbinenoise2005.org

17-21 octobre: 150e rencontre de l’Acoustical Society of 
America AVEC NOISE-CON 2005, Minneapolis, 
Minnesota. Info: Acoustical Society of America, Suite 
1NO1, 2 Huntington Quadrangle, Melville, NY 11747­
4502; Tél.: 516-576-2360; Fax: 516-576-2377; Courriel: 
asa@aip.org; Web: asa.aip.org

19-21 octobre: 36th Spanish Congress dur Acoustics et
2005 Iberian Meeting sur Acoustics. Terrassa-Barcelona, 
Spain. Web: www.ia.csic.es/sea/index.html

25-26 octobre: UK Institute d'Acoustics Autumn 
Conference 2005. Oxford, UK. Web: www.ioa.org.uk 
27-28 octobre: Autumn Meeting de l'Acoustical Society 
Swiss . Aarau, Switzerland. Web: www.sga-ssa.ch

27-29 octobre: Meeting de l'International Society sur 
Therapeutic Ultrasound. Boston, MA, USA. Web: 
www.istu2005.org

04-05 novembre: Reproduced Sound 21. Oxford, UK. 
Web: www.ioa.org.uk

09-11 novembre: Australian Acoustical Society Meeting 
"Acoustics in a Changing Environment". Busselton, WA, 
Australia. Web: www.acoustics.asn.au/divisions/2005- 
conferenece.shtml

14-18 novembre: XVI Session de l'Acoustical Society de 
Russian. Moscow, Russia. Web: www.akin.ru
07-09 decembre: Symposium sur l'Acoustics de Pro­
Elastic Materials. Lyon, France. Web: 
http://v0.intellagence.eu.com/sapem2005

2006

15-19 mai: IEEE Conference Internationale sur 
Acoustics, Speech, et Signal Processing (IEEE ICASSP 
2006). Toulouse, France. Web: http://icassp2006.org

5-7 juin: 6th European Conference on Noise Control 
(Euronoise2006). Web: www.acoustics.hut.fi/asf

5-9 juin: 151e rencontre de l’Acoustical Society of 
America, Providence, Rhode Island. Info: Acoustical 
Society of America, Suite 1NO1, 2 Huntington 
Quadrangle, Melville, NY 11747-4502; Tél.: 516-576­
2360; Fax: 516-576-2377; Courriel: asa@aip.org; Web: 
asa.aip.org
26-28 juin: 9e Conférence Western Pacific Acoustics. 
Seoul, Korea. Web: www.wespac8.com/WespacIX.html
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3-7 July: 13th International Congress on Sound and 
Vibration (ICSV13). Vienna, Austria.
Http://info.tuwien.ac.at/icsv13

17-19 July: 9th International Conference on Recent 
Advances in Structural Dynamics. Southampton, UK. 
Web: www.isvr.soton.ac.uk/sd2006/index.htm

13-15 September: Autumn Meeting of the Acoustical 
Society of Japan. Web: www.asj.gr.jp/index-en.html

17-21 September: Interspeech 2006 - ICSLP. Web: 
www.interspeech2006.org

18-20 September: International Conference on Noise and 
Vibration Engineering (ISMA2006). Leuven, Belgium. 
Web: www.isma-isaac.be

18-21 September: INTERSPEECH 2006 - ICSLP. 
Pittsburgh, PA, USA. Web: www.interspeech2006.org

28 November -  2 December: 152nd meeting, 4th Joint 
Meeting of the Acoustical Society of America and the 
Acoustical Society of Japan, Honolulu, Hawaii. Contact: 
Acoustical Society of America, Suite 1NO1, 2 Huntington 
Quadrangle, Melville, NY 11747-4502; Tel: 516-576-2360; 
Fax: 516-576-2377; E-mail: asa@aip.org; Web: 
asa.aip.org
3 - 6 December: INTER-NOISE 2006, Honolulu HA, USA 
(Same Hotel at ASA meeting the week preceeding)

3-7 juillet: 13th Congress Internationale sur Sound et 
Vibration (ICSV13). Vienna, Austria.
Http://info.tuwien.ac.at/icsv13

17-19 juillet: 9th International Conference sur Recent 
Advances in Structural Dynamics. Southampton, UK. 
Web: www.isvr.soton.ac.uk/sd2006/index.htm

13-15 septembre: Autumn Meeting de l'Acoustical 
Society du Japan. Web: www.asj.gr.jp/index-en.html

17-21 septembre: Interspeech 2006 - ICSLP. Web: 
www.interspeech2006.org

18-20 septembre: International Conference sur Noise et 
Vibration Engineering (ISMA2006). Leuven, Belgium. 
Web: www.isma-isaac.be

18-21 septembre: INTERSPEECH 2006 - ICSLP. 
Pittsburgh, PA, USA. Web: www.interspeech2006.org

28 novembre -  2 decembre: 152e rencontre, 4e 
Rencontre acoustique jointe de l’Acoustical Society of 
America, et l’Acoustical Society of Japan, Honalulu, 
Hawaii. Info: Acoustical Society of America, Suite 1NO1,
2 Huntington Quadrangle, Melville, NY 11747-4502; Tél.: 
516-576-2360; Fax: 516-576-2377; Courriel: 
asa@aip.org; Web: asa.aip.org
3 - 6 December: INTER-NOISE 2006, Honolulu HA, USA 
(Same Hotel at ASA meeting the week preceeding)

2007  2007

17-20 April. IEEE International Congress on Acoustics, 
Speech, and Signal Processing (IEEE ICASSP 2007). 
Honolulu, HI, USA

9-12 July: 14th International Congress on Sound and 
Vibration (ICSV14). Cairns, Australia. Email: 
n.kessissoglou@unsw.edu.au

27-31 August: Interspeech 2007.
E-mail: conf@isca-speech.org

2-7 September 19th International Congress on Acoustics 
(ICA2007), Madrid Spain. (SEA, Serrano 144, 28006 
Madrid, Spain; Web: www.ia.csic/sea/index.html)

9-12 September: ICA2007 Satellite Symposium on 
Musical Acoustics (ISMA2007). Barcelona, Spain. Web: 
www.ica2007madrid.org

2008

23-27 June: Joint Meeting of European Acoustical 
Association, Acoustical Society of America, and Acoustical 
Society of France. Paris, France E-mail: phillipe.blanc- 
benon@ec-lyon.fr

28 July - 1 August: 9th International Congress on Noise 
as a Public Health Problem. Mashantucket, Pequot Tribal 
Nation, (CT, USA). Web: www.icben.org

17-20 avril. IEEE Congress Internationale sur Acoustics, 
Speech, et Signal Processing (IEEE ICASSP 2007). 
Honolulu, HI, USA

9-12 juillet: 14th Congress Internationale sur Sound et 
Vibration (ICSV14). Cairns, Australia. Email: 
n.kessissoglou@unsw.edu.au

27-31 août: Interspeech 2007.
E-mail: conf@isca-speech.org

2-7 septembre 19e Congrès international sur 
l’acoustique (ICA2007), Madrid Spain. (SEA, Serrano 
144, 28006 Madrid, Spain; Web: 
www.ia.csic/sea/index.html)
9-12 septembre: ICA2007 Satellite Symposium sur 
Musical Acoustics (ISMA2007). Barcelona, Spain. Web: 
www.ica2007madrid.org

2008

23-27 juin: Rencontre jointe de l’European Acoustical 
Association, l’Acoustical Society of America, et 
l’Acoustical Society of France. Paris, France E-mail: 
phillipe.blanc-benon@ec-lyon.fr

28 juillet - 1 août: 9th International Congress sur Noise 
as a Public Health Problem. Mashantucket, Pequot 
Tribal Nation, (CT, USA). Web: www.icben.org

NEWS

We want to hear from you! If you have any news items related to the Canadian Acoustical Association, 
please send them. Job promotions, recognition of service, interesting projects, recent research, etc. are what 
make this section interesting.
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AMERICAN NATIONAL STANDARD ON CLASSROOM ACOUSTICS NOW AVAILABLE AT NO COST

Thanks to a unique partnership of industry supporters: Armstrong Ceiling Systems, illbruck Architectural Products, and Trane, the 
Acoustical Society of America (ASA) announced today that its popular classroom acoustics standard is now available online at no cost to 
the user. Officially known as ANSI S12.60-2002 American National Standard Acoustical Performance Criteria, Design Requirements, 
and Guidelines for Schools, this standard provides helpful guidance to design professionals, educational facilities planners, and the 
general public, as well. This Standard was developed by Accredited Standards Committee S12, Noise, under American National 
Standards Institute (ANSI) approved operating procedures. The Standard, which brings the US into agreement with the requirements of 
the World Health Organization as well as many countries around the world, will assist school districts, architects, and building planners in 
designing classrooms to optimize the ability of children to learn and prosper. The Standard is available through the ASA Standards Store 
at http://asastore.aip.org/. Users will be asked to establish a username and password and accept the End User License before 
downloading the standard.

EXCERPTS FROM “WE HEAR THAT’, IN ECHOS, ASA

ASA Fellow Jan  Achenbach, Walter P. Murphy Professor and Distinguished McCormick School Professor of the Departments of 
Mechanical Engineering and Civil and Environmental Engineering at Northwestern University was awarded the National Medal of 
Technology. He was presented this award, the nation’s highest honor for technological innovation, by President Bush in Washington D.C. 
at the White House on March 14, 2005.

ASA Fellow Clive Dym, Professor of Engineering at Harvey Mudd College, has been awarded the Ruth and Joel Spira Outstanding 
Design Educator Award for “exceptional contributions to design education through widely-cited authorship on engineering design, 
through sponsorship of the ASA workshops and conference panels, and through enthusiastic mentoring of engineering students in the art 
and science of design.”

ASA Fellow Ira Hirsh has received a Life Achievement Award from the American Auditory Society. The announcement was made at 
the Society’s 2005 Scientific and Technology Meeting in Scottsdale, Arizona. ASA Fellow H. Vincent Poor, George Van Ness Lothrop 
Professor in Engineering at Princeton University, has been named the 2005 winner of the Distinguished Alumnus Award by the Tau Beta 
Pi engineering honor society at Auburn University. A $2000 scholarship will be given in Dr. Poor’s name to a deserving student member 
of Tau Beta Pi.

The American Institute of Physics State Department Science Fellowship represents an opportunity for scientists to make a contribution 
to U.S. foreign policy. At least one Fellow annually will be chosen to spend a year working in a bureau of the State Department, 
providing scientific and technical expertise to the Department while becoming directly involved in the foreign policy process. Fellows are 
required to be U.S. citizens and members of at least one of the 10 AIP Member Societies at the time of application. Please visit 
http://www.aip.org/gov/sdf.html for details. All application materials must be postmarked by November 1, 2005.

EXCERPTS FROM “SCANNING THE JOURNALS”, IN ECHOS, ASA

Theory predicts abundant production of acoustic waves in subsurface layers of the Sun, and such waves are believed by many to 
constitute the dominant heating mechanism of the chromosphere, according to a paper in the 16 June issue of Nature. Such waves are 
difficult to detect because of disturbances in the Earth’s atmosphere. This paper reports the detection of such waves and numerical 
simulations to show that the acoustic energy flux of these waves is too low, by a factor of at least ten, to balance the radiative losses in the 
solar chromosphere. Acoustic waves therefore cannot constitute the dominant heating mechanisms of the solar chromosphere.

There is widespread belief among players and listeners alike that violins improve with age and/or playing. Although mechanical 
measurements show noticeable differences between two violins built from the same wood samples, rankings of the instruments by 
experienced playing and listening panels showed no statistical differences in the finished instruments, according to a paper in the April 
issue of Acoustics Australia. One instrument had been played regularly and the other had been kept in museum condition.

Tree frog embryos have a remarkable ability to sense and interpret vibrations, according to a paper in the July issue of Animal 
Behaviour. Eggs of the red-eyed tree frog usually hatch after seven days, but the embryos can emerge up to 30% earlier to escape a 
predator’s attack. Upon hatching they drop into the water and, as tadpoles, swim away to safety. They are more likely to hatch when 
exposed to vibrations recorded from a snake attack than when exposed to recordings of heavy rain. The embryos must therefore be able to 
distinguish between these different kinds of motion.

The Australian didgeridoo is a simple musical instrument that is capable of a spectacular variety of timbres, according to a brief paper in 
the 7 July issue of Nature. Simultaneous measurement of the didgeridoo sound and the acoustic impedance of the player’s vocal tract just 
inside the lips indicated that the maxima in the envelope of the sound spectrum are associated with minima in the impedance of the vocal 
tract. This acoustical effect is similar to the production of vowel sounds made during human speech or singing, although the mechanism is 
different, and leads to the conclusion that experienced players are subconsciously using their glottis to accentuate the instrument’s tonal 
variation.
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New evidence for bubble fusion or sonofusion is reported in the May issue of Nuclear Engineering and Design. Engineers at Purdue 
University used the same test chamber filled with deuterated acetone as in previous experiments (see Summer 2004 issue of ECHOES) 
but with californium-252 as a continuous source of neutrons instead of the pulsed source previously used. The acetone was exposed to the 
neutron source and then bombarded with ultrasound to produce tiny bubbles that expand before imploding.

The March issue of Acoustical Science and Technology is a special issue on Room Acoustics in honor of RADS 2004 (International 
Symposium on Room Acoustics: Design and Science 2004) held on the Island of Awaji in April 2004. The symposium, which was a 
satellite symposium of ICA 2004, included 20 invited oral presentations and 63 poster presentations, of which twelve papers, one 
technical report, and twelve acoustical letters appear in this special issue.

A novel method of controlling reflections in a listening room, using flat panel loudspeakers, is described in a paper in the May issue of 
the Journal o f the Audio Engineering Society. Models and implementations are presented for single-channel, two-channel, and five- 
channel arrangements. The results of a pilot listening test showed that differences in reflection patterns were readily detected by a panel of 
experienced listeners.

EURASIP Journal on Applied Signal Processing, Volume 2005, Issue 9 is a special issue on Anthropomorphic Processing of Audio 
and Speech. Some papers are paid for by the authors and can be downloaded free of charge at 
http://www.hindawi.com.journals/asp/volume-2005/issue-9.html.

EDITORIAL BOARD / COMITÉ EDITORIAL

ARCHITECTURAL ACOUSTICS: 
ACOUSTIQUE ARCHITECTURALE:

Vacant

ENGINEERING ACOUSTICS / NOISE CONTROL: 
GÉNIE ACOUSTIQUE / CONTROLE DU BRUIT:

Vacant

PHYSICAL ACOUSTICS / ULTRASOUND: 
ACOUSTIQUE PHYSIQUE / ULTRASONS:

W erner Richarz Aercoustics Engineering Inc. (416) 249-3361

MUSICAL ACOUSTICS / ELECTROACOUSTICS: 
ACOUSTIQUE MUSICALE / ELECTROACOUSTIQUE:

Annabel Cohen University of P E. I. (902) 628-4331

PSYCHOLOGICAL ACOUSTICS: 
PSYCHO-ACOUSTIQUE:

Annabel Cohen University of P E. I. (902) 628-4331

PHYSIOLOGICAL ACOUSTICS: 
PHYSIO-ACOUSTIQUE:

Robert Harrison Hospital for Sick Children (416) 813-6535

SHOCK / VIBRATION: 
CHOCS / VIBRATIONS:

Li Cheng Université de Laval (418) 656-7920

HEARING SCIENCES: 
AUDITION:

Kathy Pichora-Fuller University of Toronto

HEARING CONSERVATION: 
Préservation de L'Ouïe:

Alberto  Behar A. Behar Noise Control (416) 265-1816

SPEECH SCIENCES: 
PAROLE:

Linda Polka McGill University (514) 398-4137

UNDERWATER ACOUSTICS: 
ACOUSTIQUE SOUS-MARINE:

G arry Heard DRDC Atlantic (902) 426-3100

SIGNAL PROCESSING / NUMERICAL METHODS: David I. Havelock  
TRAITMENT DES SIGNAUX / METHODES NUMERIQUES:

N. R. C. (613) 993-7661

CONSULTING:
CONSULTATION:

Corjan Buma ACI Acoustical Consultants Inc (780) 435-9172

ADVISOR:
MEMBER CONSEILLER:

Sid-Ali Meslioui Pratt & Whitney Canada (450) 647-7339
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Book Review / Revue des publications

Marine Acoustics: Direct and Inverse Problems
James L. Buchanan, Robert P. Gilbert, Armand Wirgin
and Yongzhi S. Xu
SIAM Publishing, 2004

ISBN: 0-89871-547-4, US$80 (paperback)

I should state at the outset that as a geophysicist working in 
ocean acoustics research and a former defence scientist, I may 
not be the ideal reviewer for a text written by eminent math­
ematicians and published by SIAM (Society of Industrial and 
Applied Mathematics). However, my attention was captured 
by claims on the book’s back cover that the text would be of 
“keen interest” to “engineers and scientists working in ocean 
acoustics, military scientists interested in submarine detec­
tion and long-range communications, and geophysicists in­
volved in locating underwater oil fields.” The book further 
claimed to “address many areas of practical interest related to 
underwater acoustical imaging, including ecological survey 
and cleanup, protection of open water harbours, maintenance 
of offshore petroleum and gas enterprises, and other areas of 
environmental and military concern.” The Preface even in­
cludes a paragraph on seabed gas hydrate deposits and their 
possible impact on global climate. Overall, the impression 
was that of a broad and accessible text on ocean acoustics. In 
fact, I found the book to be an esoteric and highly mathemati­
cal treatise focused on acoustic scattering theory with almost 
no mention of practical applications after the Introduction. 
While this text portrays the state of the art for mathematical 
specialists in underwater acoustic scattering, in reality I ex­
pect it will be of limited interest to most others.

Chapter 1, entitled The Mechanics of Continua, is designed 
to provide all the physics necessary for the remainder of the 
text. The Introduction and Survey of Previous Work sections 
at the start of this chapter set the rather heavy-going tone of 
this book, with literally hundreds of references and a profu­
sion of parenthetical comments. The remainder of the chapter 
covers continuum mechanics in a succinct but thorough man­
ner. However, despite the fact that this section is billed as an 
“excellent introduction for the reader unacquainted with the­
oretical acoustics,” those without a strong background in this 
material will likely find it largely impenetrable as present­
ed, stressing formal mathematical development rather than 
physical understanding (some schematic diagrams would be 
welcome here).

Chapters 2 and 3 cover direct and inverse scattering theory 
in ocean environments with a perfectly-reflecting seabed, a 
somewhat artificial construct, but one amenable to rigorous 
mathematical treatment. The goals here are to establish exis­
tence/uniqueness of the acoustic forward scattering problem 
for oceans containing an embedded (idealized) inclusion, and 
to examine the problem of discerning properties of such an 
inclusion from the scattered fields. The style of these two

chapters differs notably from that of the first chapter, and they 
appear to be written explicitly for mathematicians in a formal 
lemma/theorem-proof format and with a level of abstraction 
that will not appeal to non-mathematicians. However, these 
chapters do provide a thorough and rigorous treatment of the 
subject which is otherwise difficult to glean from the (some­
what dispersed) research literature, and hence should provide 
a valuable resource to specialists in the field.
Chapter 4 considers a more realistic treatment of the seabed 
as a penetrable elastic medium, and considers the problem 
of acoustic-field modelling and of determining the elastic 
properties of the seabed from scattered fields. Notable here 
is the lack of mention of the large and diverse literature on 
geoacoustic inversion methods and experiments, a closely 
related subject.

Chapter 5 considers a more complex representation of the sea­
bed as a poroelastic medium, and concentrates on the forward 
scattering problem. This chapter contains some practical and 
insightful examination and discussion of the increasingly- 
popular Biot sediment model and variations thereon. Finally, 
Chapter 6 presents a general (and complicated) mathematical 
treatment of poroelastic media that includes Biot-like materi­
als as a special case.

Overall, my main concern with this book is that it is a highly 
specialized mathematical treatment portrayed as a practi­
cal generalist text. The book would have been better titled 
Marine Acoustics: Direct and Inverse Scattering Problems, 
since scattering is only one aspect of the larger fields of direct 
and inverse problems in ocean acoustics. Finally, while the 
book claims to be “the first to investigate inverse problems 
in an ocean environment” it paradoxically includes within its 
reference list a number of previous texts on precisely that 
subject (Tolstoy: Matched-field Processing for Underwater 
Acoustics, World-Scientific, 1993; Taroudakis and Makrakis: 
Inverse Problems in Underwater Acoustics, Springer-Verlag, 
2001, among others).

Stan Dosso, Professor
School of Earth and Ocean Sciences
University of Victoria
Victoria BC Canada
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Managing Noise and Vibration at Work 
By Tim South
Elsevier Butterworth-Heinemann, 2004 
IX + 268 pp. Price: US$ 33.73 (paperback)
ISBN: 0-7506-6342-1

The title of the book has a following sub-title: “A practical 
guide to assessment, measurement and control.” This review­
er will agree that this is a book on management of noise, but 
certainly not a practical guide to assessment, measurement 
and control. If it would offer a guide on all those topics, then 
it will have to be much, much longer and the extent of the 
content will have to be much wider.

The author has been teaching courses for the Institute of 
Acoustics’ Certificate of Competence in Workplace Noise 
Assessment and also in Management of Occupational Ex­
posure to Hand-arm Vibration. In a way, this book can be 
seen as a text-book for students in those courses. As such, it 
requires some previous knowledge of the basics of noise and 
vibrations, since many topics are dealt with in a superficial 
manner. It is definitely good for someone who just needs to 
know what to do, without digging too much into the “why.”

This book will attract, mainly, health and safety profession­
als and it will be especially useful to Industrial Hygienists. 
It is easy on the math, something that makes it particularly 
attractive for someone interested in practical advice. A draw 
back is that the main focus of the book is on public from the 
UK -  as a matter of fact the entire legislation in the book is 
from this country. However there is enough material to make 
it useful even on this side of the ocean.

The book is well presented, with clean and clear graphs and 
photographs and includes many practical examples that helps 
understand the different calculations (fortunately not too 
many, nor too complicated).

There are four parts to the book. The first one, Noise, takes 
almost a third of the book. It starts with the physics of noise, 
and continues through human response to noise, noise mea­
surements and noise exposure and exposure assessment. An 
entire chapter, dedicated to the development of the noise leg­
islation in the UK, will be of little use for our profession­
als. This reviewer was pleased to see that the exposure is 
expressed in terms of LEX and Leq, something missing in 
many books on the same subject. It even includes the calcula­
tions for the long term, weekly average exposure. The dose 
concept is also included and several examples show how to 
convert dose into Leq and vice versa. Many practical recom­
mendations regarding how to perform a noise exposure as­
sessment, the precautions to be taken and how to manage the 
resulting data are also included.

Unfortunately, there is no recommendation about how to 
deal with large group of workers: how many to be tested, for 
how long and how to treat the measurement results. This is a

rather unfortunate omission (probably there is nothing in the 
UK legislation or standards on this issue), since in most situa­
tions there will be several workers exposed to the same noise 
environment and testing each and every one of them can be 
an expensive and time-consuming endeavor. In that respect, 
we in Canada are lucky to have the CSA Standard Z107.56- 
94 Procedures for the Measurement of Occupational Noise 
Exposure that provide guidance on how to proceed in those 
cases.

The second part of the book deals with Hand-arm vibrations. 
This is an issue that has been largely ignored or overlooked 
in many textbooks. Here it is examined in detail and hence, 
constitutes a useful reference. After examining the vibration 
phenomenon, the author deals with the hand-arm vibration 
syndrome. Then, he gets into the subject of the measurement 
of the vibration. Instrumentation, their use and precautions 
during the measurements are included in detail. Finally the 
use of the results for the assessment of the risk and time lim­
its is included. Some examples help understand the process 
better.

The third part is Whole Body Vibration (WBV). This part 
is somewhat shorter, due to the fact that there is not much 
knowledge in that subject. Also, WBV assessment is quite 
complex since there are two estimates (A and VDV) and no 
uniform answer of which one to use.

The final part of the book is entitled Reducing noise and 
vibration risks. It deals with management of noise and vi­
brations, including some basic noise control. That is where 
the subject of hearing protection can be found. Being such 
a popular way of controlling noise exposure, this subject is 
dealt with quite extensively.

Four appendices and a list of bibliographic references are 
also included.

In summary, this is a low cost, practical book that will be 
quite useful to the practicing occupational health and safety 
professional in his everyday practice.

Alberto Behar 
Adjunct Professor 
University of Toronto 
Toronto, ON, Canada
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