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1. AUDITOHY MODELS 

Monday Morning I: 9:00- J I :Oil am 
Chairman: P. Divenyi 
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Center, Martinez, CA 04553, USA. 12 
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S.A. Shamma, University of Maryland, College Park. 
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Marseille. Cedcx, France. 22 
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J. Guizot, G.I.A .• faculLi, de Lurniny, Marscilh,. 
Cedex, Francc. 24 

2.5 Un syslcmc de traitement de connaissanccs pour le 

dccodage acoustico- phonetique 
H. Meloni, R. Bulot, G.I.A., Facultc de Luminy, 

Marseille, Cedex, France. 
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Engineering, University of Tokyo, Tokyo, Japan. 28 

3.2 Distortion Measure Evaluation using Synthetic 
Sounds and Human Perception 

D. Tuffclli, H. ,·, .. lnstit11t dr la Communication 
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3,;1 The Syllable anrl La11g11ag1• Perception 

c; .S. Nathan. Southern Illinois University at 
Carbondale. Carbondale. IL 62!101, VSA. 32 

3.4 Preplnsiv1• f 0 in the 1',•rre1>tio11 of d 1 
- • I I in English 

K.J. Kohler. lnstitul fur Phonl'tik. Universital Kiel. 
2:1110 KiPI. F.lt. Gcrrmrny. 34 
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Columbus, OH 43210, USA. 36 
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P. Bonanntura. L. Prina Ricotli, Fondazionr. "Ugo 
Bordoni~ Roma. Italy and J. Trumper, Universita' 
drll<· C11lahri1,. Cosenza. Italy 38 

:1.7 A Mo,h•l of th1• 1'Nreptiv1• Phonetics, Al.tended by 

1111' II 111111111 Mcmor~· 
S .• I. Mrd11•\·. 11I. .lordan Mislll'v 21A, 8(\0IJ .laml.1111. 
Bulgaria. ,1 l 
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7. WORD HECOGNITIOJ\ SYSTEMS 
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Chairman: T. Crystal 

Contrihuted Papers 
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K. Kido. S. Makirno. M. mada. S. Moriai, K. Kosaka, 
Tohoku l 'nivcrsity, Sendai, Japau. 
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M.A. Bush. Schlumlierger Palo Alto Research. l'alo 
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93 

9:, 
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Stanford, CA 94305, USA. HI! 
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PERIPHERAL PREPRJCESSI~ IN HF.ARI~ AND PSYCIDACOU­
STICS AS GUIDELINES Fat SPEECH REOXNITIOO 

Eberhard Zwicker 

Institute of 'Electroacoustics, Technical University 
Miinchen, Arcisatr. 21, D-8000 Miinchen 2, F R Germany 

Introduction 

Modern electronic equipment realizing network of 
system-theory as well as signal-theory strategies was 
a strong motor within the last 15 years pushing 
speech recognition systems to better and better 
results (for summaries see for example DeMori, 1979; 
Terhardt, 19781. Nevertheless, this progress is not 
comparable with the much larger progress of the data 
processing system like computers, memories, signal 
processors. Therefore we may ask for other and better 
guidelines to organize speech recognition systems. 
since the human hearing system is still by far the 
best speech recognition system in every respect, it 
may be very helpful to simulate this system as much 
as we know about it. This idea is not new. our re­
search group seems to offer proposals in this direc­
tion each seventh year (Zwicker, 1971; Zwicker et 
al., 1979), this paper included. Other groups have 
accepted this a~roach in part by using critical band 
filtering (Klatt, 1982), by using loudness-time func­
tions for segmentation (Mermelstein, 1975; Schotola, 
1984), or more in general by using loudness-critical 
band rate-time patterns as preprocessed data base 
(Ruske, 1985 and this volume), 

Hearing research made progress in the last seven 
years especially in the field of peripheral prepro­
cessing in the cochlea. The Mossbauer technique was 
used in carefully performed animal experiments in or­
der to measure basilar membrane displacement at lower 
levels <Patuzzi et al., 1984). For research in human 
cochlear preprocessing, the oto-acoustic emissions 
became a very effective non-invasive tool in order to 
get insight into this system (Zwicker, 1979; 1986a). 
The peripheral preprocessing system acts 10 advarx:e 
of the neural data processing. The data to be proces­
Bed are displacements, velocities or accelerations, 
i.e. AC-values, which are correlated to the sound 
pressure time function. This kind of preprocessing 
ends at the synapses of the inner hair cells in the 
organ of Corti. Then neural data processing starts. 
Its function can be studied in humans almost exclu­
sively by psychoacoustical experiments. The neural 
processing with regard to speech recognition may be 
devided into two parts, the extraction of basic audi­
tory parameters, such as loudness, pitch, roughness, 
timbre, fluctuation strength, duration together with 
the selection of the dominant parameters which form 
the input data to the second part, the subsequent 
Begmentation, claesification and recognition. 

Although the general topic of our laboratory's 
research is "human hearing" and not specifically 
"Bpeech recognition" we may be able to offer to the 
research area of speech recognition some usable tools 
':"hich can help to solve some of actual problems by 
~tating the best speech recognizer, the human hea­
ring system. A paper like this should deal with all 
three topics mentioned: Ul peri(ileral preprocessing 
up ~o the first synapses, (2) extraction of basic 
aUditory parameters and selection of dominant ones, 
~ <31 !legmentation, classification and recognition. 
We are not active in topic (3), Therefore, I will 
~ntrate on topics (1) and (2) in this paper. 

1. Peripheral preprocessing 

Based on a hypothesis (Zwicker, 1979) which was 
not very well founded on real facts and which did not 
fit into the trends at that time we completed a model 
of peri(ileral processing which looks like well foun­
ded on the measured facts known now, '!be model incor­
porates three assumptions: Only inner hair cells 
transfer information towards higher neural levels; 
the outer hair cells act as nonlinear saturating ac­
tive AC-amplifiers; and form together with the hydro­
mechanic system of the cochlea many feedback loope, 
which may even oocillate although at very low levels. 

The physiological and anatomical view of the !1'0-
del was outlined formerly (Zwicker and Manley, 1983), 
and the simplified model realized in an analog ver­
sion (Zwicker, 1984; 1986a) and in a computer version 
(Zwicker and Lumer, 19851. The behaviour of a combi­
nation of linear and nonlinear networks often is dif­
ficult to describe, In our case, with a strong fre­
quency selectivity included, its behaviour can be 
outlined as a quasi linear system the nonlinearity of 
which is expressed in level dependencies. This way, 
the most prominent characteristics of the analog mo­
del simulating our hearing system's preprocessing are 
descnbed in the following paragraphs. 

A schematic diagram of two sections out of 90 in 
the analog model is shown in Fig. 1. The lJR)er part 
represents the hydromechanics of the (passive) inner 
ear in the dual form in regard to the one normally 
plotted. This way, voltages can be used as values of 
interest instead of currents. The velocity-correspon­
ding voltages are picked up through a transformer, 
amplified1n an amplifier with symmetrically satura­
ting nonlinear characteristic and feed back through a 
large resistor. This amplifying part with feedback 
represents the action of the outer hair cells. The 
inner hair cells are not shown explicitly but the 
output of each section of the model represents the 
input to the inner hair cells which is there trans­
formed into neural spike activity and transmitted to­
wards higher centers be]onging to topic (21. 

Before describing the behaviour of the periphe­
ral preprocessing simulated in the model in some de­
tail, it may be didactically helpful to compare the 
most important characteristics with those achieved in 
formerly used simple broadcasting receivers. SUch re­
ceivers have a knob to choose the station we want to 
listen to: A resonant circuit produces the frequency 
selectivity needed. otherwise we would hear many sta­
tions at the same time and the loudest one would 
disturb all the other softer ones we may be inte­
rested in. The sharper the tuning the better these­
paration of different stations. Normal passive fre­
quency selective systems have been found not to be 
sharp enough and also not sensitive enough. There-

Fig. 1: Schematic diagram of a peripheral prepro­
cessing model containing nonlinear active feed­
back. 



fore, the simple broadcasting receivers of the 30's 
got - besides the tuning knob and the volume knob -
a third, namely the feedback knob. Using active 
systems, the feedback cou)d be controlled by this 
knob. Turning it to the right, the tuning wa11 shar­
pened and the selectivity enhanced so that faint 
broadcasting stations could be received as well. '11'1is 
feedback knob, however, was a capricioua tool: tur­
ning the knob a little bit too much to the right, 

-feedback resulted in a very loud squeezing selfoscil­
lation of the system. This was a strong handicap of 
those systems. Nevertheless, the most selective and 
most sensitive adjustment could be achieved by set­
ting the knob just before the set 'where it starts 
to oscillate. SUch feedback systems basically are not 
very stable and therefore are not used anymore. 

our inner ear, however, seems to make use of 
this strategy in a very interesting variation: it 
combines the feedback system with a saturating nonli­
nearity so that - for very faint sounds - the whole 
system can act near the oscillation point with large 
selectivity and large sensitivity. For loud sounds, 
however, the sensitivity is reduced automatically and 
the tuning widened. SUch a behavior is very meaning­
ful: the large sensitivity is needed for faint sounds 
only, not for loud sounds. But what about the anno­
ying loud oscillations? The saturating nonlinearity 
acts at faint levels already, leading to the fact, 
that oscillations can be produced only with very 
small amplitude. Depending on the metabolism of the 
inner ear the system may oscillate a very little bit 
or not, an effect which was actually measured as 
sound pressure in the closed ear canal of more than 
50\ of normal hearing human subjects (Schloth, 1983; 
Dallmayr, 19851. The level of these spontaneous oto 
-acoustic emissions is mostly below threshold and 
therefore neither audible nor disturbing (no relation 
to tinnitus was found for these low-level emis­
sions!). 

11\is nonlinearity established in the outer hair 
cells creates an important characteristic: the large 
dynamic range of the sounds received is reduced 
strongly already at the level of basilar membrane vi­
bration. OUr inner ear acts in many parallel channels 
- and not in one channel only as the broadcasting 
receiver does - but all these channels act freguency 
selective so that the introduced nonlinearity does 
not disturb the information. 11\is way, the ingenious 
and very effective construction of the inner ear uses 
all advantages of the above mentioned system and 
pushes its disadvantages in the backgrourd. 
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Fig. 2: Level LaM, of the voltage equivalent to basi­
lar membrane vibration and its phase fPBM, aa a 
function of the section number, corresponding to 
place along the basilar membrane. Parameter is the 
i~t level Lip of the 1770-Hz tone. 
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The so fare more generally described characteri­
stics of the model are shown quantatively in Fig. 2, 
The level i:_., and the piase '-, oo~responding to 
the level ot: the vibration of tfiei batU.lar membrane 
and to its piaae are plotted as a function of l, the 
number of section■ of the model corresponding to the 
place along the basilar membrane. The level-place 
patterns are plotted for an i.np.1t frequency of 1770 
Hz and input levels L· of 30, 50, 70, and 90 dB. The 
comparison of the f~ curves indicates the increa­
sing place selectivity (corresponding to frequency 
selectivity) with decreasing input level. The peak 
strongly indicated for 30 dB at the characteristic 
place Cl=41 disappears more and more for increasing 
inEUt level. The increasing slopes of the curves are 
very steep but flatter for the decreasing part to­
wards large numbers , and level independent. The 
two phase-place patterns show an expected behaviour 
of strong phase lag with decreasing , which depends 
near the characteristic place cl on inEUt level Lip' 

The effect of compressing the dynamic range is 
most clearly seen in the relation between level LsMc, 
at the characteristic place and the inp1t level Li 
as indicated in Fig. 3. There, an input range oF 
(100-40ld8=60d8 is reduced to (80-39)d8=4ldB. The 
slope of this output-input function amounts in a 
large range close to 0.5. 

The model of periEfleral preprocessing explains 
very well the existance and the behavior of oto-acou­
stic emissions (Zwicker, 1986bl and also the unusual 
frequency-difference and level dependence of the 
(2f1-f21-differerx:e tones (Zwicker, 1986cl. More im­
portant for speech recognition seems to be the fact 
outlined in Fig. 2: the unsymmetric shape of the 
level-place patterns with the extremly steep rise, 
the level-dependent 3dB bandwidth which corresponds 
for normal speech level of 60d8 to a L!.l of about 8 
i.e. to the critical bandwidth, and the compression 
of the dynamic range especially at medium levels. 

2. Extraction of basic auditory paraneters 

Following the peripheral nonlinear active pre­
processing in the cochlea, the information picked up 
as vibration of the basilar membrane is transferred 
by 3500 inner hair cells into neural spike patterns. 
Since the tonotopic organization remains toward 
higher neural centers, it can be assumed that the 
information used for speech recognition is hidden in 
the neural spike rate-place-time pattern. This pat­
tern is the basis of the extraction of basic auditory 
sensations such as loudness, pitch, roughness, tim­
bre, fluctuation strength, or duration. Presuming 
that the temp:>ral variations of these parameters bear 
the relevant speech information the processes leading 
to these parameters have to be outlined. Since neuro­
physiological methods can not be applied for this 
search, psychoacoustical ones are only usable. How­
ever, the models based on psychoacoustical experi­
ments must be in line with the periEfleral preproces­
sing. This means that the reduction of signal flow 
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produced stepwise from the BOUnd pressure time func­
tion of speech to the final recognition by our hear­
ing system can not be reversed: something lost in 
the first parts can not show up again at a later 
stage of processing. 

The specific loudness-critical mnd rate-time 
pattern seems to be that fuooamental peychoacoustical 
pattern, from 'which all msic auditory sensations are 
derived. It is awroxirnated by the subdivision of the 
auditory frequency band into 24 adjacent critical 
bands. The amount• of specific loudness in each chan­
nel is proportional to the square root of the sound 
pressure, and p::,st-masking is already incorporated in 
its temporal stnx:ture. 

To give an impression of such a ~ific loud­
nesa-critical band rate-time pattern, Fig. 4 shows it 
for the spoken word "ELEcmoAOJIJSTICS" simplified in 
such a way that only the values of the even numbered 
bands between 2 and 22 are plotted. on top of the 
eleven time functions of the specific loudnesses N',, 
the total loudneas N is also indicated. Its time 
flmction changes much more slowly in relation to spe­
cific loudness but still contains important informa­
tion useful for se<3mentation. 

The extraction of the basic auditory sensation 
out of the specific-loudness pattern is described in 
a former paper (Zwicker et al., 19791, Meanwhile se­
veral pitch extractors have been discussed (Hess, 
19831, some of them are also based on preprocessed 
auditory patterns (Terhardt, 1979; Terhardt etal., 
1982a,bl. Also pitch strength was studied in many de­
tails (Fastl, 1980) indicating that some kinds of 
pitch are much more irrpressive than others, addition­
al data on roughness (Kemp, 1982; Aures, 19851 on 
timbre and shalFless !Aures, 1985.1, and on subjec­
tive duration (Fastl, 1982bl have confirmed the 
effectivness of the use of specific loudness-critical 
mnd rate-time patterns. 

An other basic auditory sensation, the fltx:tua­
tion strength, added to the mentioned collection 
(Fast, 1982a, 1983, 19841. It is a sensation which 
seems to be useful for indicating the rhythm of 
speech (Kohlmann, 1982, 196Sa,bl but may also produce 
hints for better and more meaningful segmentation 
(Kohlmann, 1985a,bJ. It is interesting to note that 
fluctuation strengh as a function of modulation fre­
quency has its maximum near 4 Hz, a value for which 
the loudness-time function of speech shows its maxi­
mal spectral component as well (Fastl, 1982a). 

The selection of dominant parameters is the last 
but in view of signal flow reduction still important 
step in using psychoacoustical results and models in 
&peech recognition. The dominant changes of the basic 
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auditory sensations are the features we listen t o 
during speech recognition, In order to weight the 
different changes in a proper way, they should be 
expressed in just noticeable differences as units. 
Using this kind of psychoacoustical measure, the do­
minance shows up very clearly, so that for differen­
ces for a factor of two, the smaller one can be al­
most i gnored, while for showing equal numbers of 
units, the changes of two auditory parameters are 
equivalent to each other so that both have to be 
taken into account (Suchowerskyj. 1977a,b). 
For speech recognition, the size of the information 
flow to be handled by the recognition procedure is a 
very important value. Since normal speech in a quiet 
room offers an information flow of roughly lOIJ.000 
bit/ s, this ie too much to be processed and has to be 
reduced, In the specific loudness-critical band rate­
time patterns, the flow is reduced to some 10.000 
bit / s. Transferring these patterns into time func­
tions of basic auditory sensations may reduce the 
flow for an additional factor of four. The extraction 
of only the dominant parameter changes decreases the 
flow for about a factor of two. This means that a 
signal flow closely to 1000 bit/s remains to be 
handled by the recognition procedure (see Fig. 5). 

Two experiments produced results which are in 
line with these numbers, although very precise values 
can not be given. The first experiment made use of a 
single-board on-line system for speaker-independent 
isolated word recognition <Daxer and Zwicker, 19821, 
The influence of changes of (a) the number and fre­
quency distance of channels, (bl the amplltude quan­
tization, and (cl the dynamic range on recognition 
performance was explored. The results indicate that 
10 to 20 filters meed on critical band rate, 30 dB 
of dynamic range with only three or four bite per 
channel are sufficient. Using a sample frequency of 
50 Hz, this leads to about 2500 bit/s. The second 
experiment used a vocoder system which was based on 
the specific loudness-critical band rate-time pattern 
(Knebel, 19801 and especially on sharpness (Fastl. 
1982cl to devide speech into relevant features and to 
resynthesize it again. Speech intelligibility tests 
were used to check the effectivity. The results indi­
cate that an information flow of about 1400 bit/sis 
sufficient to produce intelligibility scores of 90\. 
This means that a flow in the order of 1000 bit/s may 
be sufficient for speech recognition if an effective 
preprocessing system acts meaningfully, i.e. in our 
view, in a similar way than our hearing system. 

3, Discussion and conclusion 

Since computers and processors became so very popular 
in recent years, I have often been asked what is the 
difference between modem electronic systems and our 
hearing system in view of speech recognition. My 
reply was similar to the following sentences: (1) a 
very basic difference seems to be that electronics 
almost exclusively uses one very perfect, almost 
ideal line or prcx:essor or comp.iter in order to solve 
a problem, while most of the biological sensory 
systems use very many, very poor lines or processes 
in parallel. This way, even with one or a few lines 
broken we are still able to hear although not as 
perfect as before, (2) Biological systems prefer non­
linear devises or at least combinations of linear and 
nonlinear devises, while we have learned through our 
education in mathematics and system theory to think 
more easily in linear systems. (31 Biological systems 
make much more use of adaptation and of feedback, 
often combined with each other, while we normally 
take care to avoid feedback in order to keep our 
electronic systems stable, and adaptive metn0ries are 
caning in use only slowly. 
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Fig, 5: Blockdiagram of a speech recognition system 
based on cochlear preprocessing and psycho-
acoustics. ' 

SWnmarizing the strategies used by our hearing 
system which are discovered ao far and which may be 
used in human apeec:h recognition, a system as that 
shown in Fig, 5 c:an be offered. It contains the non­
linear peripheral preprocessing with active feedback, 
followed by the extraction of basic auditory sensa­
tions, out of which complex auditory sensations like 
virtual pitch or rhythm may be created. All these 
sensations are checked for dominant changes. The 
speech recognizing procedure makes also use of non­
auditory information like linguistic rules and Eilone­
tic rules and finally produces a sequence of phonetic 
items, 

It may be necessary to add to this simplified 
stnicture of a speech recognizing system based on au­
ditory models other parts which take care of the many 
adaptive procedures available in hearing, We can 
adapt to reverberation, even to a strongly frequency­
-dependent one, We also adapt quickly to the charac­
teristics of a speaker, however, to do so we need a 
larger information flow than in adapted situation. 
This can be given either by ideal, i.e. noiseless 
transmission of a new information or by a redWldant 
information at the beginning of a speech, as for 
example "ladies and gentlemen", Adaptation is identi­
cal with strong feedback which is indicated in Fig. 5 
by dashed lines and can be studied psychoacoustically 
in the same way as we have studied hearing sensa­
tions. Therefore and in contrary to ideas popular 
sane 15 years ago (Pierce, 19691, we have seen and 
still see in the results of hearing research an ef­
fective help in order to find new or to improve rea­
lized ideas useful in speech recognition. 
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REPRESENTATION OF THE FIRST FORMANT IN SPEECH 
RECOGNITION AND IN MODELS OF THE AUDITORY PERIPHERY 

Dennis H. Klatt 

Room 36-523, Massachusetts Institute of Technology, 
CSJDbridge MA 02139, USA 

Abstract. ' The frequency and amplitude of' the 
first !ormant are not easy to measure as fundamental 
frequency (fO) varies in speech. Perceptual data 
indicate that the ~uditory system is not bothered by 
changes to ro, but processing strategies used in 
speech recognition, such as linear prediction, 
filterbank analysis, and the synchrony spectr1.1111 are 
seriously perturbed as fO varies. The irrelevant 
variation makes it difficult/unreliable to~perform 
phonetic comparisons between similar vowels based on 
simple ideas of pattern similarity. Of the possible 
solutions to this problem considered here, the one of 
greatest practical attraction is to implement a 
sYnchrony spectrum representation of vowel-like speech 
sounds, and a "learned pattern equivalence" approach 
to vowel phonetic-quality equivalence across different 
fundamental frequencies. 

DFT magnitude spectra (25.6 ms Hamming window) of 
the lowest 1 kHz of' a series 0£ 5 kHz synthetic vowels 
are shown in Figure 1, All synthesis parameters have 
been held constant across stimuli except for the 
fundlll1lental frequency of voicing (fO), which hes been 
assigned a different constant value for each stimulus. 
The stimuli were devised to illustrate the problem of 
estimating the frequency (F1) and level (A1J of the 
.first formant as fundamental frequency changes. 

i .,. 1111 "' I 
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Figure 1. DFT magnitude spectra of 9 synthetic vowel 
stimuli varying only in ro. 

The first formant frequency is 400 Hz in each 
synthetic wavefom, and the first formant bandwidth is 
50 Hz. These values. as well as the chosen 
frequencies and bandwidths of higher formants (F2=1800 
Hz, B2=140, F3=2900, B3=240, F4=3800 1 B4=350), are 
typical for a vowel such as in the word "bit" (Klatt 
1960), Fundamental frequencies were selected in equ~l 
logarithmic steps from 133 Hz to 200 Hz. For the 
lowest fundamental, the third harmonic is exactly 
aligned with the 400 Hz first formant frequency; for 
the highest fundamental in the set of stimuli, the 
second harmonic is exactly aligned with the first 
formant £requency, For stimuli with intermediate 
Values of fundamental frequency, no harmonic is 
exactly aligned with F1, and one has to interpolate by 
:ye to determine the probable location of the first 

0rmant, This interpolation is not easy to perform 
~tomatically, as will become clear when we discuss 
re performance of various popular algorithms for 
r~rniant estimation. There is a tendency for the first 
trrmant frequency estimate to be biased toward the 
anequency of the most intense harmonic, resulting in 
at~rr

1
or of u~ to plus-or-minus 8 percent for this 

u us set lTable 1), 
F'1 Furthennore, the amplitudes of harmonics close to 
111:1:ri considerably less intense £or intermediate 
are~ i of the stimulus set. The harmonic amplitudes 
'tz-actetermined by the transfer function of the vocal 
hal'lllo•

1
Which peaks rather sharply at 400 Hz, If no 

atten~ c is near F1 , the strongest harmonic can be 
that ated by up to 9 dB, resulting in a spectral peak 
or 8 is attenuated by as much as 6 dB (filter banks) 
(PantdB (linear prediction), which agrees with theory 
11pe8 chand( Liljencranta, 1962) and measurements of real 
tol'!Qan Finto£, Lindblom and Hartony, 1962). The 
er8 at amplitude misestimates 0£ linear prediction 
conaidresult of miseatimating formant bandwidths by a 

erable factor (Atal and Schroeder, 1975), 5 

STIM fO F1 HARMON FB LP 
A 200 400 400 400 400 
B 189 400 378 382 389 
C 179 400 358 367 384 
D 169 400 338 371 398 
E 160 400 amb. 401 425 
.F 152 400 456 430 436 
G 145 400 435 430 432 
H 139 400 417 417 423 
I 133 400 399 400 400 

KAX ERROR: +16% +7'1, +9:C 
-15% -8% -4% 

Table 1. First formant frequency predictions of 
nearest harmonic hypothesis (HARMON), peak location in 
wide-bandwidth filter bank (FB) 1 and linear prediction 
spectrum (LP). Error increases if fO is increased or 
BW1 is decreased. 

According to one theory (HARMON in Table 1), the 
first formant is perceived to be the frequency of the 
strongest harmonic, at least for fundamental 
frequencies such that the ear can resolve individual 
harmonics (Chistovich, 1971), 

Accordins to a second theory, the £ormant peak is 
found by smoothing the spectrum in frequency such that 
individual harmonics are not seen (Chistovich et al., 
1979), This proposal is similar in effect to earlier 
models which proposed to weight the importance of two 
strong harmonica according to the relative strength of 
their auditory representations (Carlson, Fant and 
Granstrom, 1975). In order to test the predictions of 
this theory, a particular smoothing algorithm was 
chosen - the d!t spectrum was smoothed by a 300-Hz 
wide Gaussian filter. As can be seen from Table 1, 
the energy smoothing model predicts that the perceived 
formant frequency will be somewhere between the "true" 
400 Hz synthetic formant and the strongest harmonic • 
The amount of formant shift with changes to 
fundamental frequency is, however! quite large (see 
also Lindblom, 1962; Monsen, 19xxJ. Stimuli C and F 
differ by 63 Hz according to this model, which 1s 16 
percent of F1. This difference would be easily 
audible because the JND for F1 is about 3% (Flanagan, 
1955; Mermelstein, 1978), Thus Stimuli C and F 
should be heard as different vowels (/ i/ and /I/) if 
this model were an accurate predictor of perceptual 
fonnant shifts with changes in formant/harmonic 
relationships. Apparently, the problem with the 
energy smoothing model is that a harmonic changes 
amplitude very rapidly as it slides down the skirt of 
a formant with a narrow (50 Hz) bandwidth. As soon as 
a harmonic is reduced by 4 to 6 dB below an adjacent 
harmonic, it hardly influences the location of the 
peak in the energy-smoothe~ spectrum, 

According to a third theory, linear prediction 
spectra (autocorrelation form , 14-pole, 25,6 ms 
Ha11ming window) can extract F1 as the peak in the LP 
spectrum. Linear prediction fits an all-pole model to 
the waveform (Atal and Hanauer, 1971; Markel, 1972) or 
spectrum (Makhoul, 1975), thereby providing a method 
for effectively interpolating between harmonic 
locations to infer formant peaks, It is a 
particularly good model to apply to these stimuli 
since they were generated by an all-pole synthesizer 
and have virtually no noise or voicing source 
irregularities. The predictions of the linear 
prediction model are shown in the final column of 
Table 1. Linear prediction is not much better in 
performance than simple energy smoothing: there is a 
52 Hz swing in the predicted F1 from stimulus C to F, 
which is a 13 percent change. Also, there is a slight 
bias toward overestimating F1 because the first 
harmonic amplitude is attenuated by the first 
difference analysis calculation, The reason that 
linear prediction does no better than the energy 
smoothing model is that the autocorrelation method 
uses a window of several pitch periods in duration, 
which means that the model must try to predict not 
only the damped vocal tract response to the first 
excitation at the beginning 0£ the window, but also 
the time and magnitude of additional later glottal 
excitations and damped responses to them (Atal and 
Schroeder, 1975). 



Perceptual Data. Does the human perceptual 
apparatus employ processing strategies which make all 
of these stimuli sound like exactly the same vowel {F1 
the same) with the s11111e loudness (vocal effort the 
same)? Naively, one might expect that if these 
stimuli are played in succession, one would hear not 
only a change in pitch, but also changes in loudness, 
spectral tilt, and vowel quality. 

1 First Formant Am litude and Perceived 
Loudness. o eee w e er orman amp u e c anges 
produce loudness differences across stilluli, Stimulus 
E was synthesized in ite standard for111 and with 
1,2, ••• 6 dB added to the voicing sound source 
intensity. This set of stimuli wae compared with both 
Stimuli A and I in unaltered form, using an "AX" 
randomized sequence in which subjects made a forced 
choice as to whether the first or second member of the 
pair was louder. Results from four listeners indicate 
a perceptual equal-loudness crossover at 2.0 dB. Thus 
when the pair of harmonics straddling F1 are 8 dB less 
intense (Stimulus E) than the single harmonic 
identical to F1 (Stimulus I), one must increase the 
level by only 2 dB to match subjective loudness. 

Hormally, it is said that loudness of a vowel 
depends primarily on the energy at F1, since this is 
usually the most intense part of the spectrW11. We see 
that this is not the entire story because Sti~uli E 
and I differ by 6 to 9 dB (depending on how energy 
near F1 is estimated), whereas an increase of only 2 
dB makes these stimuli sound equally loud. Other 
possible determinants of vowel loudness are (1) the 
intensities of harmonica below F1, (2) energy in 
higher formants, (}) spectral tilt, and (4) the 
inferred shape of the vocal tract transfer function, 
i.e. the transfer function peak height instead of 
physical energy present at F1. Any one of these other 
potential cues could account for our loudness 
judgement results. 

The variation in spectral amplitude of F1 as fO 
is changed may be just as serious a deficiency of 
these spectral representations ae mislocations of F1 
in frequency. Any speech recognition device employing 
a distance metric that is sensitive to differences in 
relative formant amplitudes, auch as the Itakura 
{1975) linear-prediction minimum prediction residual? 
or a filter-bank-based Euclidean metric (Plomp, 1970J, 
will see considerable differences as fO varies, even 
though the vowel is phonetically constant. Thia 
irrelevant variability can swamp out an ability to 
make fine phonetic distinctions in any current 
recognition device employing filter banks or linear 
prediction representations. 

(2) First Formant Fre uenc and Perceived Vowel 
Quall y. n o a percep ua e ec on vowe 
quallty is to be expected when fO is changed? One 
possibility is that the auditory system somehow is 
able to extract the true F1, so vowel quality is 
unaffected. A second possibility is that the auditory 
system is fooled, or partially fooled, in exactly the 
same way as our processing schemes. A third 
possibility, one that somewhat confounds the choice 
between these alternatives, is that a change in fO 
automatically invokes a kind of vowel-normalization 
process such that vowels spoken at higher fO are 
assumed to come from shorter vocal tracts (Miller, 
1953; Fujisaki and Kawashima, 1968; Carlson, 
Granstrom and Fant, 1970; Schwartz, 1971; Slawson, 
1968; Traunmuller, 1982; Syrdal, 1985). A listening 
test was devised to distinguish among these 
alternatives (Klatt, 1985). Results showed 
convincingly that the auditory system is able to 
recover the true F1 with no bias toward the strongest 
harmonic, but there is also an automatic normalization 
process which makes it seem as if the vocal tract is 
shorter ae fO increases. 

DISCUSSION 

Our perceptual results are consistent with those 
of an excellent earlier paper that addressed the same 
issues (Carlson et al., 1975), They too found a 
regular shift in phonetic perception consistent with 
the view that fO affects expectations of the vocal 
tract length of a talker. The authors examined their 
data to determine whether any phoneme boundary shifts 
could be attributed to perceptual biases toward the 
strongest harmonic, or toward a weighted mean of 2 or 
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more harmonics. The weighting scheme that they 
employed was not the same as ours in that it did not 
weight harmonica according to their energy, and they 
did not examine an ro range where harmonic biases go 
in an opposite direction from normalization biases, 
but the conclusions were the same -- there was no 
evidence of a bias toward the strongest harmonic as 
opposed to F1 (see also Florin, 1979; Assmann and 
Nearey, 198}; Darwin and Gardner, 1985), 

So far this has been a largely negative paper: we 
have isolated defects in most speech processing 
algorithms that lead to unnecessary spectral 
confusions, but we have not provided any solutions. 
Three possible solutions are considered next.' 

Pitch-S~nchronous Short-Window Analysis. If the 
analysis win ow ls shorter than a single pitch period 
(e.g. windowed dft with a fixed 2 to 4 ms Hamming 
window, or covariance linear prediction during the 
inferred closed phase of glottal period) one can 
estimate the natural damped response of the vocal 
tract transfer function in the absence of excitations 
{Atal and Hanauer, 1971). This type of model is 
attractive, but is not easy to implement in a 
practical speech analysis system in such a way as to 
avoid occasional gross errors. If the window is 
misplaced, some very irregular spectra can be 
generated. The greatest problem with this kind of 
model is finding the time of glottal closure. 
Misplacements are particularly probable for high 
pitches and in noise. Until such time as analyses of 
this type can be made to mimic human perception 
consistently, we will have reason to doubt the 
validity of the technique as a speech analysis tool. 
An alternative might be to attempt to model the vocal 
tract transfer function using linear prediction, while 
simultaneously modeling the glottal waveform by some 
other appropriate representation (Milenkovic, 1986). 

Auditory Hodelinr Synchrony Detection. Sachs et 
!!. ( 1982) have shown hat a measure of the tendency o1' 
neural firings to be synchronous with aspects of the 
basilar membrane displacement waveform has important 
advantages for speech processing. The synchrony 
measure is far less sensitive to changes in intensity 
of a vowel than are the average firing rate data. 
Synchrony data are also more immune to background 
noise and reverberation distortions (Allen, 1985), and 
they are not strongly affected by spectral tilt and 
formant amplitude variation (Srulovicz and Goldstein, 
198}) which agrees with data on phonetic perception 
(Klatt, 1982). Processing schemes based on 
synchronous responses are reviewed in Carlson and 
Granstr0111 (1982), Delgutte (1984) and Seneff (1984). 
Thus it is of interest to determine whether any of 
these measures of synchronous response contains a 
representation of F1, and if so, is the estimate 
biased toward the strongest harmonic? 

An answer comes directly from the Sachs et al. 
data, and from theoretical analysis of the wave?orms 
observed at the outputs of the low-frequency critical 
band filters in this type of model. Physiological 
data and cu=ent models agree that the auditory system 
resolves individual haI'l'llonics near F1 for stimuli such 
as our family of synthetic vowels. Nowhere in the 
neural pattern are there time intervals between 
firings that are the inverse of F1. Only intervals 
related to harmonics are present. There is 
essentially only a sine wave at the outputs of these 
simulated mechanical filters because of a kind of FM 
capture effect that makes the strongest harmonic 
dominate the synchrony response in any channel (Allen, 
1985). It will therefore be up to the central nervous 
system to figure out the first formant frequency from 
the relative proportions of fibers responding to each 
of the harmonics (and perhaps the relative phases or 
synchrony across channels). We can say little about 
the exietance or details of such a calculation at this 
point. 

S ctral Pattern uivalence Sets, One 
interes ng a erna ve s no usually considered 
in speech recognition devices is that the harmonic 
pattern in the synchrony response ie not processed 
centrally to recover an estimate of F1, but rather 
serves as a pattern vector in its raw form [Dick Lyon 
(personal communication) has expressed a similar 



vieWpoint], The CNS would then have to learn pattern 
equivalence sets across different fundamental 
frequencies, even though there may not be striking 
pattern similarity for equivalent vowel tokens. The 
total nl.DDber of patterns in such a system would be 
much larger than the largest current vector 
quantization pattern set, but the approach, given 
sufficient labeled training data (see e.g. Kopek, 1985 
for one of a number of possible implementation 
methods), could potentially overcome e number of other 
puzzling aspects of cross-speaker variability, es well 
as some of the distortions to a normal fonuant shape 
caused by (1) truncation effects (Fant and 
Ananthapadmanabha, 1982)t (2} other source-tract 
interactions (Fant, 1985)1 (3) breathy-normal-creelcy 
voice quality variations ~Fant et al., 1985), and (4) 
vowel nasalization (Hawkins and"""'S'£evens, 1985), These 
four factors can introduce additional errors in 
algorithms designed to measure formant frequencies 
based on the detection of spectral peaks, end 
forcefully call into question the desirability of 
simple-minded approaches to the extraction of the 
frequency of F1 from speech wavefozins (Bladon, 1982), 
although there can be no question of the importance of 
changes in F1 for vowel perception (Klatt, 1982), 
[This research was supported by ARPA.] 
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ABSTRACT 
An adaptive model of the fl.ring ~ates found in the 

auditory nervous system was conflgurell as a signal proces­
sor for the IBM speech recognition system. The sig­
nal proceSBor was teated on sentences drawn from office 
correspondence. Severa) experiments were done in low 
noise office environments using various microphones and 
different speakers. The system performance improved 
substantially compared to performance using a standard 
aignal processor. 

INTRODUCTION 
Speech recognition systems sample speech signals with 

a signal-processing front end. One school of thought sug­
gests that an auditory model is the 'ideal' signal proces­
sor for such applications, but performance figures avail­
able to date do not support the choice of auditory models 
over more standard signal analyses. This note reports 
the development and testing of a signal proceBSing algo­
rithm based on some aspects of the mammalian auditory 
system. 

COMMENTS ON THE IBM SPEECH RECOGNITION 
SYSTEM 

Information about the IBM speech recognition sys­
tem is widely avaliable {Bahl, Jelinek and Mercer, 1983; 
Nadas, et. al., 1981). The 5000-word vocabulary isolated 
word dictation system developed at IBM was designed 
from a communications theory view of speech recogni­
tion. It is usumed that a talker formulates a complete 
Engli■h sentence and transforms it into a noisy acoustic 
signal. This acoustic signal is then captured by an acous­
tic proce11or which produces a series of {vector quan­
tised) labels, discrete in both time and identity, from 
which a decision is made about the most probable sen­
tence given the acoustic input. The probabilistic im­
plementation of the system allows training of the linguis­
tic decoder, but the system performance depends on the 
reliability of the acoustic proce110r. 

The acoustic proceHor consists of two sub-systems. 
A 1ignal procesaor transforms the high-bandwidth 1peech 
signal into a vectorized time signal sampled at a modest 
rate, and a labeller quantizes the resultant vectors once 
each centisecond. The standard system u11e1 30 filter­
bank energies once each centisecond as its signal proces­
sor, and labels are assigned on a minimum Euclidian dis­
tance basis relative to prototypical vectors derived from 
training data. The signal processor reported here re­
places the filter bank with an auditory model. 

THE MODEL 
The auditory model consists of a frequency analysis 

followed by perceptually motiTI1ted scaling and nonlinear 
adaptation. The frequency analysis is performed by a 20-
band filter bank whose center frequencies and bandwidths 
correspond closely to those of auditory critical bands 
(Zwicker, Flottorp, and Stevena, 1957), roughly model-
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ing the aelecthity of the auditory syatem. A compre11ive 
power-law transformation is applied to the output from 
each filter, approximating loudnesa scaling {Stevens, 1955) 
and reducing the variability of the vector aignal as com­
pared with the original. The compressed signals form 
the inputs to a reservoir-type model of neural fl.rings 
(Schroeder and Hall, 1974) which relates stimulus inten­
sity to auditory-ne"e fl.ring rate, and which captures cer­
tain of the onset and offset characteristics of the neural 
response. 

SIGNAL ACQUISITION AND FILTERING 
Speech is captured using a far-field desk-moUDted 

microphone (PZM-6). The speech signal is bandpass 
filtered {180 Hs to 8 kHz), and is digitized. Power spectra 
are computed with an FFT. A critical band filter bank is 
approximated by summing the squared Fourier coefficients 
(intensity) in each of 20 non-overlapping banda spaced 
one critical band apart. 

The output of each filter is conTerted from inten­
aity to loudness level by mapping each output power 
to its equivalent baaed on the Fletcher-Munson curves 
{Fletcher and MUD10n, 1937) and an e1timate of the gain 
of the aco111tic system. A conversion to loudneBS is per­
formed by taking the third {in practice, the fourth) power 
of the output energy, and scaling such that 40 dB = 1 
sone. 

SHORT TERM ADAPTATION 
Following the lead of Schroeder and Hall {1974), short 

term adaptation is modeled by assuming the existence of 
a reservoir holding some amount (n) of neurotransmitter. 
The change in the amount of neurotransmitter available 
at time t is described by 

d.n/d.t = A-(So+ SH+ Dq)n{t). 

A, D, S0 and Sa are constants (estimated from psycho­
physical data), q is the square root or the loudness from 
each filter, and n is an internal state aHociated with each 
filter. This equation states that the change in neuro­
transmitter is equal to the replacement rate A minus the 
product of the amount of neurotransmitter available at 
that time with the sum of the spontaneous rate constant 
S0 , a decay constant SH, and a scale D times the square 
root of the input loudness. The fl.ring rate of that channel 
is expreSBed as 

I = (So + Dq)n(t). 

These transformations were incorporated into the teat 
system, and the output or the signal proceSBor was sub­
stituted. for the filter bank outputs of the previous stand­
ard process (Das, 1983). 

RESULTS 
Four talkers recorded the standard 100-sentence train~ 

ing corpus, and then recorded a SO-sentence teat cor­
pus at a later time. Signal processing was done twic~, 
once using the filter bank and a second time using the 
auditory model front end. The system was trained for 
each speaker using the standard forward-backward algo­
rithm. Results were as follows: 



Table 1. Error rate and decoding times for four 
1peaker1 using two separate front end proce11ea. FB = 
Filter Bank, AM = Auditory Model. 

Error rate /or Decoding time 
50 tenferl(!f!I (%) (min) 

Speaker FB AM FB AM 
JRC 6.3 4.1 77 48 
FRJ 7.9 4.4 75 38 
LRB 4.2 2.3 43 32 
PAF 6.6 4.0 99 61 

Average 6.3 3.9 74 45 

Error rates are expre11ed as the percentage of incor­
rect words in the entire test corpus, counting homophones 
or the correct word a1 incorrect. Decoding time is the 
time for the search through the possible sentences, and 
does not include signal proceasing time, labelling, cluster­
ing, training, and other overhead. Both erroa rates and 
decoding times are signUlcantly lower using the auditory 
model than using the standard Jilter bank. The over­
all error rate is reduced by 40 percent. Informal ex­
perimentation using diff'erent speakers and microphones 
confirmed the efficacy of the new front end. Several of 
these experiments are summarized in Table 2. 

Table 2. Decoding error rates for various speakers 
and two microphones. All experiments were trained on 
100 aentences of trainin~ data, and tested on 20 aentences 
of test data (299 words). The test text was the same in 
each experiment. ER = Error Rate (%) 

Speaker Microphone ER ER 
RLM lip 3.6 3.3 
RHR lip 7.0 4.6 
MAP lip 6.0 3.3 
RLM lavalier 22.0 2.6 
MAG lavalier 9.3 6.0 

The lip microphone wu a Sure SMS-10, mounted 
near the corner of the talker's lips, and the lavalier micro­
phone was a dynamic mike hung from a standard lavalier 
mount. The word error ratea decreased for every speaker, 
although the decrease for RLM using a lip mike is quite 
llnall. (Some of the errors in this corpus are •language 
model• erron, in that the word atrings are highly im­
probable giTen our particular 5000 word trigram model. 
Thua it i1 extremely difficult to demonatrate error ratea 
below 2 percent for this corpus and language model.) The 
~uction from 22 percent error to 2 percent error for 

½M's recordings using the laTalier microphone h quite 
~. but in a ditrerent series or experiments using 
oll)y long- term adaptation, the error rate on thil corpus :'8 ~ecreased to 5 percent; much or the decrease is due 

. Pin normali1ation. Decoding times were always less 
Utp lllg the new front end than with the previous signal 

rocesor. 

of Speakers MAG and PAF a.re both female, the rest 

111 the speakers in the experiments reported here are 
re::,e. No consistent dill'erence baa been noted in our 

&nition resulta between male and female apeakera. 
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SUMMARY 
A aimple auditory model was developed and tested as 

a aignal processing system for the IBM speech recognizer. 
It decreases the number of errors made by the system by 
approximately 40 percent in controlled tests. 
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Ab■tract 

There are several ways that a comput11tional model or auditory 
processing in the cochle• can be applied as the rroat end or a speech 
recognition system. For an initial round or experimentation, the fine 
time structure in the model's output has been used to do spectral 
sharpening, yielding a "cochleagram" representation analogous to a 
short•time spectral representation. In later experiments, fine time 
structure will be exploited for a more detailed characterization or 
sounds, and for sound separ11tion. 

So rar, experiments have been done with only two words {"one" 
and •nine") spoken by 112 talkers, to limit the range of phonetic 
variation to simple voiced sounds, while providing a good sample of 
inter-speaker variation. The structure or the vector space of •au• 
ditory spectra" has been examined through vector quantization ex­
periments, which yield a measure of information content and local 
dimensionality. 

The inclusion of more dimen5ioDS of perceptual variation, such 
as pitch and loudness, in a speech front end representation is both 
an opportunity and a problem. Much larger vector quantiz:ation 
codebooks and more training data may be needed to take advantage 
of the extra information dimensions. A product-code approach and 
an improved algorithm for finding the nearest neighbor codeword 
are suggested to help cope with the problem and take advantage of 
the opportunity. 

Preliminary recognition experiments using a single codebook 
per word and no time sequence information have shown a perfor­
mance or about 97% correct one/nine di!erimination for talkers out­
side the training set, and JOO% correct for second repetitions from 
talkers in the training set. Further experiments are currently un­
derway. 

1 Introduction 

Our experimental cochlear model ha., been most recently de­
scribed in terms of its performance on simple "physiology" experi­
ments (1). Th05e experiments concentrated on the role of the AGC 
stages, which serve to partially normalize the output representation 
in the face of a wide dynamic range of overall amplitude and overall 
spectrum variations. The dynamics of the gain control process help 
to preserve perceptually relevant information about loudness and 
spectrum, emphasizing abort-term changes. 

The output of the model is n:garded as a sequence of vecton 
in a-space, representing a-channel perceptual spectra. Silence map, 
to the zero vector, and perceptually louder sounds map to points 
rurther from zero. But detailed characteriz.ations or this pattern 
apace a.re difficult, due partly to its high dimemionality. 

The number of important dimensions of variation due to pho­
netic and talker identity is an important issue in designing recogniz­
er., to work in this space, and ia discussed in the next section. The 
following section discusses a act of recognition experiments, includ­
ing comparisons with LPC. Finally, improved vector quantization 
techniques to work in this pattern space are suggested in the last 
section. 

2 The Space of Cochlear Spectra 

In the current version or the model, 92 bandpass channels are 
uscd to span a range of about 23 barks (about 100 Hz to 10 kHz). 
By modeling hearing, it is hoped that sounds will map into 92-space 
in such a way that a simple Euclidean distance in that space will 
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correlate well with perceptual distinctions. Therefore, _it _is ~xpected 
that a low-distortion vector quantizer designed to m1n1m,1.e ~ean 
squared Euclidean error will preserve most of the relevant mfor• 
mation in • cochlear spectra. To explore this notion, ~odeboo~~ or 
different sizes and distortions were constructed from various tr111n1ng 
corpora. 

To make codebooks, a modified It-mean, algorithm was used. 
In each pass over the training data, new codewords were added to 
the codebook whenever the distortion to a training vector exceeded 
a desired distortion bound; at the end or a pass, each codeword , 
was moved to the average or the vecto~ that were c)05CSt to it. 
Compared to a straight k-ineans with codebook size doubling, we 
found convergence to about the same rma distortion for a given 
codebook siz.e, but in fewer iterations. Having maximum distortion 
as an independent variable is also useful. 

The resulting data on codebook site H, nns distortion and max 
distortion for a training corpus of 112 talkers saying •one• and 
•nine" •re shown in Figure I. The desired value of max distor• 
tion, such that reconstructed cochleagram, have dear and continu• 
ous formant and pitch tracks, is probably less than the lowest tried 
ao far. 
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Figure 1: Codebook rms distortion (filled symbols) and maximum 
distortion (empty symbols) V8. codebook size. 

The slope of the size n . distortion curves (on a log-log plot) 
should reveal the dimensionality of the subspace that the codewords 
are packing into. Cutting the distortion by a factor of two will 
require a factor or sixteen in codebook siz.e increase if there 11re rour 
dimensions of variation to be covered. 

The data show slopes corresponding to about 6 dimensions. 
Since the phonetic variation in the test corpus is quite small, much 
of this variation is probably due to talker differences. Since lower 
pitch harmonics are resolved in the spectrum, and loudness is not 
completely normalized out, these perceptually important dimensions 
contribute important dimensions of variation in the data that would 
not normally be seen in LPC and other common representations. 

For the one/nine data, a codebook siz.e or 1801 is ha.rely ade­
quate for high-fidelity coding or cochleagrams of the talkers in the 
training set. For the complete digit vocabulary, a codebook about 
five times l11rger would probably perform similarly. The distortion 
caused by using a codebook siie oC 383 is apparent in figure 2. 

Ba.,ed on these observations, it appears that representing a com· 
plcte range of phonetic variation (eight or more dimensions), with 
reasonable lidelity would require a codebook size around 50,000 to 
1,000,000. These sius are Car beyond normal practice in the speech 
recognition field, and require new techniques if they are to be useful, 

3 Recognition Experiment. with Cochleagrama and 
VQ Codebooks 

Since training our existing recognizer (2} to uae the cochlear 
spectrum pattern space will take considerable time, a much simpler 
test was undertaken first. Using the technique or Shore and Burton 
[3J, a codebook was designed for •one• and another codebook was 



Figure 2: Cochleagram and vector quantized cochleagTam or two 
digita by a talker outside the training set, with codebook size 383, 

designed for "nine•, using a single repetition of each word from each 
of the first 50 of the 112 talkers. Setting maximum distortion to 140 
for both cases, the codebook for "one• reached a size of 261 and an 
rms dislortion or ◄5.2, while the codebook For "nine" reached a size 
of 272 and a 5% higher rms distortion of 47.3. 

Recognition proceeded by comparing quantization distortioru 
(rms or total squared distortion) using the two codebooks, without 
compensation for the different codebook characteristics. No end• 
point detection was done, so the generow, amount of silence and 
noise at both ends of tbe words was included in the distortion mea• 
surements. 

Testing on the sttond repetition of the same words from the 
training talkers led to no errors (in 100 trials). This result is en• 
couraging, since this recognition technique has not previo119ly been 
vrry successfully applied to speaker-independent or multi-speaker 
problems. 

Testing on the otber 62 ti,lkers showed a serious bias: there 
were no misrecognitions or "one• as "nine•, but ten misrecognitions 
of "nin~• u "one" (5 on first repetition, 5 on second repetition, 
mostly from different talkers). Overall, on this speaker independent 
condition, there are 10 errors in 248 trials, or 96% correct. While 
this does not approach the performance of a good speaker indepen• 
dent isolated digit recoi;nizer on the "one/nine" discrimination task, 
it is quite respectable for this simple algorithm. 

Using order 11 LPC as a parameterization for comparison, with 
an ltakura distortion measure, we obtained at best 2 errors in 100 
trials from talkers in the training set (98% correct), for various code• 
book sizes, and 14 errors in 248 trials on the other talkers (94.4% 
correct). Surprisingly, even very small codebooks (2 to 16 code• 
Words) performed well with LPC, so it was decided to go back and 
try the eoehleagrams with small codebooks. 

With cochleagram•, it wa,, !011Dd that for talken in the training 
aet, larger codebooks work best (sizes 32 and up gave no errors), 
but that smaller codebooks do a better job or generalizing to talkers 
outaide the training set (size 32 was optimal with 7 errors in 248 
(97.2% correct), while sizes 16 and 64 both were both slightly bet• 
~ than_ the initial large-codebook experiment, with 9 errol"II eaeh. 

ese d11?erences may not be significant. 
ti For every codebook size except size 2, the cochleagrams gave 
CYier erro"' than the LPC, usually by more than a (actor or two. 

• Vq Algorithm Improvements aec: spite of the encouraging results with small codebooks, it 
ll'lni th.at to take full advantage or the information in cochlea• 
b~ .,,.,th large talker populations will require very large code­
"et>' 1 • There are (at least) two alternative approac:hes to making 
-'cori:ge vector codebooks practical. First, better last quantii:ation 

IJla can be used to reduce the time cost. Second, codebooks 
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can be constructed as product codes built rrom a small number of 
moderate-size codebooks. 

Our present quantization algorithm takes advantage or the tri­
angle inequality that applies to the Euclidean distance metric, so 
that codewords too far from a current best guess ncc:d not be ex• 
amined; this unfortunately requires a table of N2 inter-codeword 
distances, and so is impractical for much larger codebooks. The FN 
algorithm 141 uses a tree structure with a branch-and-bound search 
algorithm to take advantage or the same inequality with le:111 stored 
information. Another approach which looko promising is to store the 
du11I of the multi-dimensional Voronoi diagram (5] of the code vec• 
tors, so that each code vector is linked to its neighbors; in this case, 
when the current best guess is better than any or the neighbors, no 
further codewords need be examined. Using the last frame's quanti• 
iation index as a fin,t gue!l!I is very effective in these algorithms. In 
any case, the auxiliary data structures should be designed such that 
they are easy to modiry when expanding or iterating the codebook. 

The product code approach (6) is an alternative way to encode 
many bits or information per symbol with low distortion and small 
codebooks. The code apace is the dirttt product of smaller codes, 
each of which encodes a separate part or the information in the 
original vector. In the simplest case, the original vector to be en• 
coded is simply split up such that some components (i.e., cochlea• 
gram channels) are used as a small vector in one codebook, and the 
other components are used with one or more other small codebooks. 
But other vector processing operations could also be used to try to 
sepnrate the information more cleanly into feature vedors or lower 
dimensionality. For example, one process could attempt to capture 
pitch information, another could try to capture first formant infor­
mation, etc. As long as these "feature extraction" processes don't 
lose information, the overall vector quantization distortion can be 
made as low as desired (even if quantizing sub-optimally by inde• 
pendently qunntizing with each small codebook). Ir each feature 
detecting process captures only one or two important dimensions of 
variation, the resulting codebooks could be quite small. The struc• 
turc imposed on the code space by the product code may also be 
useful in some kinds or rttognition algorithms. 

5 Conclusions 
The cochlear model produces a spectral representation that cap• 

lures important dimensions of speech signals. Preliminary experi• 
ments show that cochlear spectra lead to about 50% fewer errors in 
a very simple recognition technique, compared to LPC. Taking full 
advantage of the extra dimensions of information in cochlear spectra 
with a wide range of phonetic material and a wide range or talkers 
may yet require very large vector quantization codebooks or other 
techniques to extract the relevant features. 
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INTRODUCTION 

Veterans 
Califor­
Hearing, 
Califor-

Speech recognition systems, however hetero­
geneous in their conceptions and'aohemea, share at 
least one basio feature: the inclusion of a 
vocoder-type front-end. While many of the early, 
and some of the contemporary, systems adopted a 
pragmatic design for their front-end filter bank, 
there were some efforts (e.g., Chistovlch et al., 
1975; Searle et al., 1979) toward providing the 
recognizer with an input stage that was modele1 
after the human ear. The motivation for such a 
design was the desire to optimize the recognition 
process from the very first stage on. However, work 
by auditory physiologists on auditory nerve 
responses to speech (Young and Sachs, 1979; Del­
gutte, 1980) signaled ;1 welcome convergence of 
interests by two groups of scientists on the prob­
lem of speech processing in the auditory system. 
Hore recent work by several investigators, some of 
which ls included in the present symposium, has 
been directed toward designing r~cognlzer front­
ends that resembled the ear more-and-more closely, 
and toward examining effects of model par~meter 
modifications on recognition performance. 

Computational models of the auditory system 
fall into two major classes, depending on whether 
the calculations are performed in the time or in 
the spectral domain. The advantage of time-domain 
algorithms lies mainly in their speed, whereas 
spectrally-based algorithms may more closely 
approximate the actual auditory proc~sses because 
they are able to deal more directly with non-linear 
filtering operations. The present model is spec­
tral 1n the sense that the filtering computations 
are executed in the frequency domain. 

DESCRIPTION OF THE HODEL 

The present model has been built around the 
physiologically-based and fine-tuned spectral model 
proposed by Shannon (1979). That work stands out 
in that it computes the magnitude of peripheral 
auditory activity across all frequency-specific 
channels, taking into account passive and active 
cochlear filtering, compressive nonlinearity, and 
suppression on both sides of a given channel. It 
is, however, restricted to spectral processing. 
The present modeling work was undertaken in an 
errort to see how time-varying signals can benefit 
from spectral suppression, i.e., an enhancement of 
the contrast between channels dirfering in their 
activity level, as offered by the Shannon model. 
The five stages of this model are connected in a 
strict sequential order, i.e., without feedback 
loops. 

1. The Spectral Estimator Stage. 
--it'he physical continuuiii"orfrequ2ncy was mapped 

into 120 discrete channels between 50 and 10kHz 
using the frequency-to-basilar membrane distance 
transformation proposed by Greenwood (1961). The 
purpose of the spectral estimator was to provide 
the inner ear simulator (that operated in the spec­
tral domain) with an estimate of the input 
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magnitude that excited each channel. This input 
magnitude had to refleotthe duration of the 
assumed equivalent impulse response of the 
corresponding inner-ear filter, i.e., it had to be 
gated using a window whose length was a function or 
the iMer-ear tilter width. Thus, a separate mag­
nitude estiiiiate""Tad~ be made for the narrow 
active- and the wider passive filters of each chan­
nel (see Stage 3). We adopted a Hamming window with 
a~ that emphasized more recent events. We arbi­
traruy assigned a 10-Hz maximum frequency resolu- ' 
tion to our 50-Hz channel and calculated the window 
length for each channel assuming linear impulse 
response and applying the Greenwood mapping. We 
also limited the minimum window length to 2 ms, in 
order to account for an indelible neural refrac­
toriness. The actual estimation was represented by 
~ Fourier Transform coefficients of the win­
dowed input at the rrequency corresponding to a 
given channel. 

2, .'.!!!!~-and Middle-~ Response Simulator. 
To account for ear canal resonance and middle 

ear attenuation, we included a spectral shaping 
algorithm gradually falling off below 2.5 and above 
4 kHz. The attenuation (in dB) was a linear runc­
tion of basilar ~~I;! d~•~• ---

3, The~-~ Spectral Response Simulator. 
This stage, the actual Shannon model, is 

nharacterized by two concurrently working filter 
banks. One of th~banks consists of pasi'Ive7 
broadly-tuned, linear filters having a hhigh (30-dB 
SPL) threshold. Filters in the other bank are 
active, sharply tuned, low-threshold filters with a 
nonlinear compressive response that makes any 
activity increment beyond 40 dB SPL negligible. 
The active filters ara followed by a sub-stage 
representing the suppression of high tones by low 
~- The output of this sub=-itage lslinearly 
added, channel-by-channel, to that of the passive 
filter bank. The output of the mixer is followed 
by the sub-stage of suppression of low tones by 
high~• In sum, the output of theiilner:ear 
simulator represents the magnitude or the activity 
in the auditory nerve across tonotopically organ­
ized channels. This output compresses a 120-dB 
dynamic range in the input into a 20-to-25-dB range 
in the output. 

4. ~Auditory~ Temporal Response Simulator. 
Single unit studies have~nstrated th~t 

there is a sizable temporal adaptation effect in 
the response of single auditory nerve fibers (Smith 
and Zwislooki, 1975), This effect is characterized 
by a strong burst of activity at the onset of the 
stimulus followed by a gradual decrease, and by a 
moment of sudden decrease of the activity at 
stimulus offset, rollowed by a gradual recovery. 
We used Smith's theoretical expression for this 
temporal process, noting that the effect is 
independent~~ channel and that the adapted 
output is arfected only by the magnitude of the 
present and the immediate!_;:_ !?!.':ceding ~ epoch, 
rather than by the input. Thus, the effect is not 
unlike that of a high-pass filter with a floor 
(i.e., the spontaneous activity level). It was 
implemented in our model as simple exponential dif­
ferentiators having different time constants for 
adaptation (18 ms) and recovery (36 ms), This stage 
enhances temporal contrast~ in the input. 

5. ~ Temporal .!!!,_tegratoi: Stal!:,• 
Auditory psychophysical data, however depict 

the auditory system as one with memory: 6etection 
of signals at threshold and d'ete'l!t"torr-t1f en•elope 



r1uotuations, for example, clearly speak for the 
existence of a low-pass process, i.e., of a leaky 
1ntegrator. We implemented this stage as an 
exponential integrator placed on each channel at 
the output of the temporal adaptation stage. Tile 
time constant we chose was short (1,5 => -- in 
agreement with other workers (Penner, 1978), We 
also noted tha~, because this integrator operates 
on the compressed output rather than on the input, 
a single, short time constant !llllst be capable of 
accounting for both temporal integration at thres­
hold and envelope discrimination at suprathreshold 
1evels. 

EXAMPLES 

We have completed several tests with simple, 
easily definable input signals, in order to obtain 
an optimized set of model parameters. The output of 
two simple signals, a 100-dB SPL, 2-ms click and a 
50-dB SPL 50-ms Gaussian white noise burst, are 
shown in Fig. 1. We have also examined the 
baha1ior of t~e model in response to natural speech 
sounds. One example, the beginning of the 
phonetically-balanced sentence "The goosP. was 
brought straight from the old market" is shown as a 
spectrogram in Fig. 2 and as a "neurogram", or 
time-frequency channel model output, in Fig. 3, In 
1!1:ldition, we have also examined " large number of 
natural CV utterances, in an attempt to search ror 
invariant cues (not shown here), 

SPEECH RECOGNITION TESTS 

In order to see whether the model could embody 
an improved front-end to a cepstrum-based recog­
nizer, we conducted a series of eltperlnt!nt1:1 on a 
natural sentence data base. Recognition perrormance 
with the raw output of the model as input to the 
recognizer was significantly poorer than when the 
rront-end was a simple vocoder. Much or the perfor ­
mance degradation could be att.rlb1Jte.:I to the pres­
ence of individual low harmonics that dominatad 
Uie model output. It seems, therefore, that some 
type of feature detection would be nect!3sary before 
the model could beco~e a useful tool in autom~t1c 
speech recognition, 
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FIGURE LEGENDS 

1, a: 3-D picture or the model's response to a 2-•s 
cllc~ presented at 100 dB SPL, Frame size: ,25 ms. 
Only the first 10 IDS of the response are shown. b: 
3-D picture of the model's response to a 50-ms 
burst or whit~ noise presented at 50 dB SPL. Fra~e 
siz~: 2 ms. Only the first 80 ms or the response 
are shown. 
2, Conventional spectrogram or the utterance "The 
goose wa(s) ••• n by a male talker. 
3, Model output ("neurogram") of the same utter­
ance, Dirrore~oe between the darkest and the ti5ht­
est parts of the output l~ 13 do, Frame size: 2 
ms. 
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abstract, 
The processing or speech In the mammalian auditory 

periphery Is discussed In terms or the spatio-temporal 
nature or the distribution or the cochlear response and the 
novel encoding schemes this permits. Algorithms to 
detect specific morphological rentures or the response pat-­
terns are also considered ror the extraction or stimulus 
spectral parameters. 

The remarkable abilities or the human auditory sys­
tem to detect, separate, and recognize speech and environ­
mental sounds has been the subject or extensive physiolog­
ical and psychological research ror several decades. The 
results or this research have strongly Influenced develop­
ments In various fields ranging rrom auditory prostheses 
to the encoding, analysis, and automatic recognition or 
speech. In recent years, Improved experimental techniques 
have precipitated maJor advances In our understanding or 
sound processing In the auditory periphery. Most Impor­
tant among these Is the Introduction or nerve-fiber popu­
lation recordings which made possible the reconstruction 
or both the temporal and spatial distribution or activity 
on the auditory-nerve In response to acoustic stimuli 
11, 2J. Sachs et al. uttllzed such data to demonstrate the 
existence or a highly accurate temporal structure that Is 
capable of providing a ralthrul and robust representation 
or speech spectra over a wide dynamic ran~e and under 
relatively low signal-to-noise conditions 13, 4J. Their work 
has since motivated further research Into the various algo­
rithms that the central nervous system (CNS) might 
employ to detect and extract these and other response 
features, and the possible neural structures that underly 
them [5, oJ. 

In pursuit or these goals, we have constructed and 
analyzed the spatio-temporal response patterns of cat's 
auditory-nerve to synthesized speech sounds 14, 5). These 
patterns are formed by spatially organizing the temporal 
response waveforms (or PST histograms) or the audltory­
nerve-flbers according to their characteristic frequency 
(CF) [4). The resulting display hlghltghts the Interplay or 
temporal and spatial cues across the Ober array and sug­
gest novel ways or vlewln~ cochlear processing and encod~ 
Ing or complex sounds J7. 5j. The avallablllty or such 
experimental data, however, Is at present limited by 
technical constraints and the massive amount or process­
Ing required to handle them. Thus, In order to analyze 
new speech tokens, and to facllltate the necessary manipu­
lation or stimulus and/or processing conditions and 
parameters, we have developed detalled biophysical and 
computational models or the auditory periphery and used 
them to generate spatio-temporal response patterns to 
natural and synthesized speech stimuli. Various CNS 
schemes for the estimation or stimulus spectral parameters 
are then Investigated based on these patterns. 

The Cochlear Model : 
Computational algorithms for the cochlear processing 

of speech are developed that are based on detailed biophy­
sical rormulatlons or linear basilar membrane mechanics 
and nonlinear hair cell transduction characteristics [81. 
Basilar membrane analysis Is based on detailed 3-1'.> 
hydroelastlc models that are quite efficient to compute 
18, gJ. These models are used to generate the transrer 
tunctlons at points along the cochlear length, which are 
then employed directly In all subsequent processln~ or 
speech sounds. The output (membrane d[splacementJ at 
each point Is transduced Into hair cell Intracellular poten­
tials through two stages representing the velocity ffuld· 
cllla coupling and the nonlinear hair cell. The latter stage 
can be approximated In most cases by a cascade or a 
compressive nonllnearlty (or the form: V = 
z.exp(au)/(l+exp(au)) where (z,a~x) are constants with 
definite lilophyslcal Interpretations tollowed by a low pass 
filter (time constant= O.l ms). he nnal outputs then 
approximately represent the Instantaneous probablllty or 
nrtng or the auditory-nerve fiber array. Many more 
detailed refinements have orten been Included In this 
model (e.g. synaptic adaptation mechanisms, middle and 
outer ear transfer functions, and some form or automatic 
gain control) to reproduce the finer details or the 
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Flg.1: Schematic of the cochlear model stages (8). 
responses. Nevertheless, the simpler model described 
above captures the ma]or features or the experlmental 
responses. 

Examples or the model outputs are show'n In Figs 
2a,3 In response to a naturally spo!Cen (female) /blt/ and 
a synthesized vowel /a/, respectively. In Flg.2a the 
response Is to the onset or the vowel portion or the 
stimulus (whose spectrogram Is shown In Flg,2b{rlght)). 
The periodic nature of the response ls evident at regular 
Intervals corresponding to the rundamental period or the 
stimulus. Strong harmonics, located near the formants of 
the vowel, dominate the response patterns over relatively 
broad segments or the channel array. Within each seg­
ment (e.g.0.4<CF<l.O KHz) the travelling waves exhibit 
two Important characteristics observed earlier In the 
experimental data: (1) Rapid apical decay due to the 
asymmetrical tuning or the basilar membrane amplitude. 
(2J phase shirts or delays In the response waveforms near 
the CF or the underlying harmonic, due to the rapid accu­
mulation or phase-lag In the travelling wave near Its point 
or resonance. The response to the plosive /t/ In /b,t/ ts 
also shown In Flg.2a, with Its noisy character and high 
frequency content evident In the response patterns. 

- .t , J 

i .. 

.. ... ,, 

(a.) 

It/ 

(.b} 

Flg.2: (a) Spatio-temporal responses or the cochlear model 
to selected portions of /bc.t/ spoken by a female. (b) Spec· 
trograms or /bt.t/ spoken by a male (lert) and a female 
(right) 112). 
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Flg,3: Spatio-temporal responses to synthesized vowel /a/. 
F0=130 Hz: Fl = 730 Hz: F2= 1000 Hz: F3,,.,.2·MO Ilz. 

The Central Processing of Auditory-Nerve Responses 
- This stage Involves the extraction and utilization of 
the perceptually relevant cues from the response patterns 
of the cochlear nerve. Conceptually, lt Is a particularly 
difficult problem because the nerve patterns contain a rich 
variety of cues pertaining {In unknown ways) to a multi­
tude or perceptual tasks. l'hus, In studying a particular 
encoding scheme on the auditory nerve, or In Implement­
Ing algorithms for automatic speech r11cognltlon applica­
tions, a pnori decisions have to be made as to the 
appropriate response measures that need to be used and 
the ways these are to be combined. For Instance, In the 
estimation or the spectral parameters or speech (e.g. for­
mants) several measures have been proposed that range 
rrom purely spatlal, I.e. discarding the nnc temporal struc­
ture or the nerve responses (e.g. using the distribution of 
the average rate profiles across the tonotoplcally organized 
nerve-fiber array), to purely temporal, I.e. utlllzlng prl­
marlly the periodicities In the response as measures or the 
spectral content (e.g. the dominant frequency algorithm) 
1101. Others In between Include the Average Locallzcd 
Synchronous Rate (ALSR) [31 and the Generalized Syn­
chrony Detector (1 lJ. 

An alternate approach Is to view the response pat­
terns cssentlally as 2-D spatio-temporal Images with 
specific morphologlcal features acting ns spectral cues. 
One such feature, ror Instance, are the edges In the 
profiles or activity across the spatial axis created by one 
or both or the amplitude and phase changes eluded to ear­
lier [5, 7]. The strength and position or the edges along 
the tonotoplc axis arc related to the signal spectral param­
eters through the dependence or the above two response 
characteristics on the frequency and amplitude or the 
stimulus (or Its resolved harmonics In case or complex 
sounds), Edge detection algorlthms, based on realistic 
blologlcal lateral Inhibitory network (LIN) topologies, can 
be used to extract tllese features and thus signify the 
spectrum or the undcrlylng acoustic stimulus [51. The LIN 
PDSsesses several desirable properties which Include: (1) A 
SJ)atlally distributed structure which Is naturally suited for 
fast parallel processing Implementations; (2) A robust per­
formance In the presence or certain severe stlmulus and/or 

L
ch
1
annel distortions. The latter point Is Illustrated In the 
N outputs or Figs.•! under three conditions: (a) 

Moderate stimulus levels where few channels are 
saturated. (b) '10 dB hlgbcr stimulus levels where most 
chdannels are saturated: Despite channel saturation, the 
e ges In the cochlear response patterns remain Intact, and 
so do the LIN outputs near Fl•F<I (These should be com­
cared to the spectrograms or Flg.2.b ). (c) Fig .1c slmu­
sres the case wl1ere the channel nonflnearlty has a large 
8 

ope la], and the response waveforms become hlghly 
lturated. The outputs here are derived by a spatial 
c l'St-dtfTerence operation evaluated only at the spatio.I zero 
e~lngs or the response pattern. The Fl and F2 are stlll 

racted, though higher formants are now lost. 
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USING AUDITORY MODELS FOR SPEAKER NORMALIZA­
TION IN SPEECH RECOGNITION 

Anthony Bladon 

Phonetics Laboratory, University of Oxford, 
41 Wellington Square, Oxford OXl 2JF, U.K. 

Auditorily-transformed versions of the 
speech spectrum may well be a useful way of 
reducing the apparently nonuniform physical 
differences between speakers. A speaker 
normalization technique of this kind is 
however justified to differ~nt degrees by 
different kinds of speech event. Does this 
presuppose a need for higher-level (phonetic 
class) information at the acoustic level in 
speaker-independent ASR? 

"It is obvious from our experiment that 
the unqualified assumption does not hold -
auditory models used as speech recognition 
front ends will not consistently improve 
performance." 

Blomberg et al.'s (1984) ominous words 
are ones which this symposium ought. to take 
seriously to heart. They conflict with our 
initial theoretical expectations. This paper 
will not attempt to investigate what reasons 
lie behind the inconsistent results which 
some authors have found. Rather, we will 
focus on an aspect of the speech recognition 
task where the prognosis for auditory model­
ling promises ta bear some fruit, namely, 
speaker differences (in speaker,.independent 
speech recognition). 

~eeaker ~lization for vowels 
Normal1z1ng the acoustic differences 

found between speakers - to take the best 
known example, differences of formant 
frequency in male and female vowels - used to 
be a formidable prospect. Fant showed how 
formant frequency differences were not just 
sex-specific, but also formant-specific and 
vowel-specific too. Methods of normalizing 
these data based upon reconstructing vocal 
tract shape fell foul of the problem that the 
solution to this exercise is nonunique. But 
if we apply auditory insights to the 
question, and compare not measured acoustic 
formants but auditorily transformed spectra, 
it can be shown that the nonlinearities which 
plagued Fant's data largely disappear. We 
argued (in Bladen et al,, 1984) that the 
application of an auditory model which 
includes an audit.cry filter and a Bark scale, 
together with a displacement notion which has 
a simple physiological analogue, combine to 
generate a high degree of spectral match 
between male and female vowels. A large 
quantity of data, assembled by us and by 
others across a range of dialects and 
languages, has broadly supported this conten­
tion. Examples of vowels normalized in this 
way can be found in the above reference, and 
will be shown in the symposium. 

How far is it worthwhile to extend an 
auditory model of speaker normalization 
beyond the vowel sounds? The theoretical 
answer seems to be: in part. At the present 
stage of research this answer has to be 
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arrived at largely by inference from scatt­
ered pieces of the work of others, supported 
by some sporadic experimental confirmation of 
our own. 

Voiceless vowels 
Schwartz and Rine (1968) demonstrated 

that listeners could confidently identify a 
speaker's sex from individual steady-state 
vowels which were whispered. This is a 
finding of interest because it demonstrates 
that the role of voice pitch in, speaker' 
normalization is not a nec~ssary one (though 
this does not exclude the possibility t.hat. 
pitch may have an ancillary role), As a 
result, the spectral characteristic s oft.he 
whispered vowels are firmly implicated as u 
source for the listener's ability to identl.fy 
sex. 

Transforming the Schwartz and Rine 
whispered vowel spectra into auditory 
representations enables us to judge the 
effect of normalizing them by our method. It 
turns out that this procedure neutralizes 
much of the male/female difference, 
Whispered vowels, then, should be encompasst!d 
straightfowardly in an auditory model for 
speaker-independent ASR, It is not just 
voiced sounds which differ across speakers. 

Plosives 
-- ThLs being so, what of plosives (voicerl 
and voiceless)? , The burst spectrum, widely 
believed to be of service as a differentiator 
of place in plosives, appears not to bo a 
candidate for normalization. This statement. 
derives from work in progress at Amsterdam by 
Weenink and remains to be fully confirme<l. 
Weenink is finding that, while the plo sive 
burst spectrum is sufficient to identify the 
plosive place in 85% of cases (thus 
corroborating the position long held by 
Stevens and others), listeners cannot 
identify the speaker's sex from the burs t 
spectrum. When we recall the well-known 
templates for burst spectra, it is not 
difficult to guess why plosive bursts cdrry 
so little speaker information. The bursc 
spectra are very variable, partly due t.o 
phonetic context; consequently the tP.mplates 
which fit each plosive are large, extensive 
both in frequency and in amplitude. 

Even so, there is some evidence that 
normalization is appropriate for plosives, in 
respect not of their bursts but of thei~ 
transitional spectra. This e vidence comes 
from both production (O'Kane, 1984) and 
perception (Rand, 1971). Rand showed how, in 
a synthetic plosive-vowel sequence, the onset 
of formant transitions was at a frequencY 
position which varied with speaker type. (Hi 9 

speaker types were "a large vocal tract" and 
"a small vocal tract".) He deduced that th8 

same applies to the plosive locus frequencYJ• 
In fact, unnoticed by Rand, the average [d 
onsets needed to be 1.1 Bark different, It 
is striking, and unlikely to be coincidental, 
that this difference is reminiscent of a• 
auditory displacement of the same magnitud' 
which we have been discovering in vowel 
sounds. 

The second piece of evidence is th• 
measurements by O'Kane (1984) of 1ocu• 
frequencies, from the Australian Engli­
plosives spoken by 5 males and 5 female~• 
She reported the overall locus ranges onlY i 



fairly gross terms: and, of course, ranges 
can give a misleading picture of the typical 
behaviour. Nevertheless, once again, when 

onverted to a Bark scale, the female 
~easured plosive loci can be seen to exceed 
the male values by a generally constant 

ount. One Bark would be a representative 
::1ue. And so, while noting that plos~ve 
tr~nsitions have so far been only superfic­
'allY investigated, it may be conclud~d that 1
1Osive transitions look like conforming to 

~he normalizatibn pattern. 

~iquids and nasals 
~ For many other classes of spe~ch event 
there is at present no known evidence which 
would indicate how far, if at all, they are 
usceptible to variation with speaker-type, 8
0 a hence, how far normalization is called 

:or• This applies to laterals, nasals.and 
trills, for instance. Pri~~ ~• since 
these sounds have a prominent spectral 
content, they may ~oss~bly a~s? carry the 
speaker-type information in a similar way to 
owels. Alternatively, it may be that the 

~pectral content in a nasal, with its large 
number of heavily damped formants, may be too 
elusive to have a clear auditory image which 
could be used in a normalization role. 
Pending further work, these matters have to 
be left open. 

Fricatives 
For fricatives, on the other hand, there 

is some well-documented evidence. Initially 
we will consider just the sibilant fricatives 
such as [s, J, iJ· Schwartz (1968) published 
illustrations of speaker sex difference among 
voiceless English [s] and [JJ. Once again, 
we find that a conversion to auditory spectra 
leads to a greatly improved congruence of 
spectral shape. 

Male and female [s] spectra were also 
investigated by us in British English. From 
a tightly controlled database and in an 
identical linguistic context, 55 male tokens 
(from five speakers) were compared with the 
same number of female tokens. Auditory 
spectra of these fricatives confirmed the 
tendency to congruence noted in the Schwartz 
data and further revealed that an especially 
constant feature of [s] was the (15 phons/ 
Bark) low-frequency edge of the [s] peak. As 
With vowels and other sounds, this edge is so 
located as to suggest a constant male/female 
normalizing factor in auditory space. 

Whether this behaviour extends to frica­
tives other than the sibilants mentioned is 
currently a matter of uncertainty: the basic 
Work remains to be done. A fairly confident 
81.Unmary would be as follows. It is known 
from the study by Ingemann {1968) that 
•Peaker sex is identifiable from steady-state 
e10ductions of the glottal fricative [h], 
11

th an accuracy comparable to that of the 
chbilants. Also identifiable at better than 
arance accuracy, according to the same study, 
t.he Uvular Ci] and velar [x]. Spectra of 
li:ae back fricatives show a somewhat vow71-
rese superimposition of vocal tract cavity 
be~nanc~s, and hence will be expected to 
voo.,8 re in speaker normalization very much as 
•inc 8 do, This is especially likely of [h] 
lllarkedthe resonance patterns will not differ 
On t: ly from those of a whispered vowel. 

e Other hand the front fricatives[~, f, 
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GJ are not identifiable for sex. This is 
understandable, given that the front frica­
tives with little or no resonance cavity 
ahead of their friction source, do not have a 
very distinctive spectral shape, Inte~sity 
level is their prime cue, Speaker sex diffe­
rences do not seem to exploit this. 

Conclusion 
Extrapolating somewhat beyond the rather 

superficial review above, it seems reasonable 
to say that, as a useful basis for speaker­
independent ASR, an auditory model can in 
general be used to normalize the running­
speech spectral shape. Fairly clear 
exceptions to this are the front fricatives 
(those which are more advanced than alveolar) 
and the plosive bursts, whose spectra appear 
not to be capable of signalling information 
on speaker type. 

If this is so, then in an actual speech 
recognition system two empirically t~stable 
alternatives can be explored. One is the 
possibility that a decision on whether or not 
to normalize the currently incoming spectrum 
for speaker differences must be made, 
depending on a decis~on about it~ p~onetic 
class. This alternative clearly implies the 
intervention of some higher-level expert. 
The other possibility is that no such 
decision needs to be made at all: the 
recognizer can safely normalize the whole 
signal, because those phonetic classes of 
event which do not show evidence of sex-based 
physical difference are anyway spectrally 
rather flat or heavily smeared. 

In order to choose between these alter­
natives we propose to examine recognition 
test results to see whether (or how far) 
deterioration ensues, when the whole set of 
phonetic events in speech (as opposed to a 
partial set excluding front fricatives and 
plosive bursts) is first subjected to an 
auditorily-based normalization for speaker 
sex. 
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ABSTRACT 

In order to teat the performance of the 
acoustic-phonetic decoding module on the Serac­
Irotse expert system, we have implemented a lexical 
analyzer, the function of which is to match each 
word of the task vocabulary against the phonetic 
hypotheses lattice. A one-stage dynamic comparison 
algorithm, initially designed for global 
recognition of connected words, has been adapted. 
Our knowledge-based approach makes it possible to 
improve performance significantly with the help of 
heuristics, e.g. concerning local cons tralnts and 
the measure of simllarity . Introducing 
phonological, syllable and prosodlc information 
lnto the lexlcon allows reflnement of the strategy 
by basing on islands of rellablllty, Such phonolo­
gical phenomena as merging, spreading, insertion, 
deletlon and confusion are dealt with in a rather 
flexible way : likelihood weights, penalty factors 
and thresholds of reliablllty are determined 
according to the most encountered recognltion 
errors . The object - and rule-based representation 
gives advanced opportunities for system extension 
and modiflcatlon, 

1. Introduction 

Conclusions after ARPA SUR and subsequent 
projects have led to reconaiderlng approaches to 
Automatic Speech Recognition (ASR). Separate 
contribution of the different knowledge sources are 
best modelized using Artificial Intelligence (AI) 
knowledge representation tools such as Production 
Systems (PS), that supply advanced features for 
formali z ing expertise, comparing strategies and 
refining parameters and heuristics. 

The KEAL system developed at CNET achieves 
multispeaker analytical recognition and Interpreta­
tion of isolated sentences taken from a few hundred 
words'vocabulary. The SERAC system (Syst~me Expert 
pour la Reconnaissance ACoustico-phonetique) has 
been designed to structure the knowledge acquired 
with Keal and to provide a flexible tool for 
maintaining, improving and extending it, eventually 
leading to a new ASR model, 

The lexical analyzer MODEM (MOdule de 
DEtectlon de Mote) ts dedicated to both validating 
the phonetic level and evaluating heuristics for 
connected word verification and techniques for 
representing lexical and phonological knowledge. 

The Iroise system is a PS using an object­
oriented problem-driven rule-based language of the 
OPS family, It consists In three functional 
components : the knowledge Base, the Inference 
Engine and the User'a Interface. 

An acoustic-phonetic module: feature 
extraction, sentence onset detection, centisecond 
labelling , segmentation into pseudo-syllables, 
segmentation Into phones, hierarchical consonant 
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d l which an vowel recognition , and a prosodic •odu e, 
detects the extrema of the pitch and vocalic 
durations, and the type and main boundary of the 
sentence, have now been imple■ented in Serac 
about 600 rules total. 

2. Modem: a ~odule for word detection 

The principle of this detection is to match 
the phonetic lattice against phonetic frames -taken 
from the set of possible words at a given Instant, 
and finally keep the optimal sequence of words; 
our heuristic comparison approach is based on a 
dynamic programming (DP) sequential algorithm and 0 

measure of poaaible errors and similarity driven 
from lexical and phonological associated knowledge, 

A main feature of MODEM is the intervention of 
phonetic, syllabic and phonological knowledge all 
along the process. The phonetic lattice shows as a 
sequence of phonetic segments (or frames) 
characterized with a set of weighed properties or 
attributes such as phoneme type (consonant, vowel, 
semivowel), cues like mode of articulation 
(fricative, plosive, nasal, liquid), place of 
articulation (labial, dental, velar, palatal, 
pharyngal), segment duration syllable nu111ber, and 
the best three phonetic hypotheses with associated 
confidence scores. In the IROISE representation 
language of structured objects, each phonetlc frame 
le an instance. of the frame class with fixed 
attributes. 

3.1. The Lexicon 

Each word in the lexicon also refers to 
contextual or phonemic information. For 
manageabllity's sake, the whole vocabulary is 
represented under the form of a unique list : the 
Liap basic structure is thoroughly used. The 
functional notation makes access to the first 
element much easier, so special information ls 
entered In the beginning of sublists referring to a 
particular object. 

Elements of a 'phonemic frame' sublist are the 
possible realizations in decreasing likelihood 
order, preceeded with special makrs such as : 

- obligatory: states the frame ts an accen­
tuated syllable's vocalic nucleus, and thus 
absolutely must be recognized within the 
best three hypotheses, and may not be omlt­
ted In any event ; 

- optional : states the present frame can be 
dropped without penalty, as it is often in 
oral language ; 

- non-optional : states the frames la to be 
fully penalized whenever omitted or ill­
recognized. 

The marks are very useful 1n determining the 
type of treatment to be applied during the 
similarity calculus, This highly modular represen­
tation makes automation easy when accessing very 
large lexicons, and enables the expert to introduce 
many other features of prosodic (pitch, duration), 
phonological (elision, nasalizat ion) of phonotactlc 
(phoneme combination rules) type . 

3.2. Verification of words 
3.2.1, The algorithm 

It ta originally a one-stage DP algorithm for 
connected word recognition (CWR), where words are 



considered as sequences of acoustic frames. The 
search space ls a finite pattern of squares. The x­
axis ls the pronounced sentence, divided ln ~ 
temporal frames (index i), while the y-axis is 
composed of M word templates (index k), each 
divided In J(k) frames (Index j). A dissimilarity 
measure d(I,j,kj ls used and a cUJDulative distance 
D(i,j,k) at point (i,j,k) ls to be minimized to 
obtain the opti111Sl sequence of templates (or 
optimal super-te■plate). 
1. Initialize D(l,j,k)• d(l,1 ,k)+ ••• +tl(l,J(k),k) 
2a.for i:2 •• N do 2b-2e; 
2b.for k:l •• H do 2c-2e; 
2c.D(1,l,k)• d(l,l,k)+.in(D(i-1,1,k), D(i-1,J(k'), 

k'); k':1..H); 
2d.for j:2 •• J(k) do 2e; 
2e.D(l,j,k)• d(l,j,k)+min(D(i-1,j,k), D(i-l,j-1,k), 

D(i, j-1,k) i 
3.find k* such that D(N,j(k*) ,k*) be minimum, and 

trace back the path leading to (N,J(k*),k*). 
Proble1ns of J) practical implementation and 

11) adaptation to recognition from phonemes are 
raised : 

1) in order to reduce memory size, we use two 
column vectors Di(j,k) and Di-l(j,k) updated after 
every comparison, and two backpolnter vectors 
Bl(j,k) and B1-l(j,k) that state the Instant when 
last template of the current supertemplate : T(i), 
heglnnlng at frame F(i), terminates. The temporal 
complexity ls H.N.J and the spatial complexity ls 
2(N+H.J) lf J•110y(J(k)). 

11) modlficatlona are to be introduced at the 
following levels : 
- similarity measure (SH) between phonemes and 
deallng with phonological variations in a balanced 
way; 
- local constraints (LC) : choice of allowed 
transitions, Introduction of penalty factors for 
phonological deformations ; 
- normalization for keeping the SH homogene and 
optimal with the LC broadening; 
- heuristics dedicated to pruning the search and 
taking do111Sin expertise into consideration, 

3,2.2. Local constraints 

They define the transltlon mode between two 
points of the search space, With Sakoe and Chiba's 
symmetrical LC, the path leading to (1,j) may come 
from : 
(i-1,j) : spreading; (i,j-1): merging; 
(1-1,j-l) : normal ; (1-2,j-l): deletion; 
(1-1,j-2): Insertion, 
segmentation errors and phonological phenomena 
being the main causes for abnormal cases. To 
normalize the cumulative similarity (CS) along o 
path, we use the following method: the length of a 
path always equals the sum L(l,j}•l+j of Its ending 
coordinates. Penalizing abnormal transitions 
induces a strategy based on islands of reliability. 
Penalty factors depend on error type and template 
length; deletions and insertions are much more 
severely penalized as more likely to come from 
segmentation deficiencies, 

3,2.3 . Similarity 

Given a point (1,j), the best path leading to 
it ls determined using CS at points (i' ,j') from 
which transition is allowed, and similarity lndnx 
(SI) s(i,j) between templates and the lattice: 
S(i,j)• S(i',j') + (1-F) (L(i,j)-L(i',j')) s(i,j) 
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where s's factors are tho penalty and normalization 
factors, The origin is the fictive point (-1,-1,-1) 
Points where a template terminates or almost 
terminates need a special treatment : the best 
among them are selected before being copied as 
points of -1 or -2 ordinate from where they will be 
reached without introducing any discontinuity In 
the DP proceas. 

The SI is computed as the maximization of 
punctual similarity on every pair (lattice phoneme , 
template phoneme) , the value of which is the 
phonetic score multiplied with the similitude 
between the two phonemes, The latter l s computed 
once for all using an empirical measure : the C-V 
similitude ls generally O, while the V-V similitude 
is function of additive formantic dis tance, and the 
similitude between consonants is the weigthed menn 
of their hierarchlznd cues similitude : voicing, 
inode and place of articulation, with weights of 
(resp.) 3, 5 and 2, supposedly approximating the 
reliability of these cues detection, 

3.3, Implementation 

The objects used are the template and frame 
objects, representing Information associated to the 
phonemic segment in the lexicon or Jn the phonetic 
lattice, and the path object, that characterizes 
the current search point : its attributes are : 
coordinates, type of transition leading to It, path 
length In the supertemplate , backpolnter values, 
special marks, CS and SI , Loop control variables 
are also represented as objects. 

The strategy of detectJon holds three stages 
- process control problems for computing general 
data (similitude matrices, similarity thresholds, 
penalty factors), loading file s , commanding the DP 
loops, Instantiating objects, pruning the search, 
displaying results and normalizing the distance 
- search for adequate transitions with anterior 
path, according to the LC sod existing marks ; 
- path evaluation problem,i that compute the SI, 
select the best transition and validate the pat, 
with the help of heuristics for improving speed or 
deleting 111 paths. 

CONCLUSION 

This makes 10 problems for about 60 rules 
total, calling a number of Lisp functions ; this 
skeleton is presently being extended to Introduce 
new knowledge and efficient heuristics. A very 
useful development basts ls supplied for evaluating 
phonetic decoding and adjusting heuristics able to 
improve lexical search in a general frame for ASR. 
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ABSmACT 

We are presenting here an implementation of a 
French vowel recognition program under IROISE, an 
expert syate11 for acoustic-phonetic decoding, used 
in CNET. The rules for recognition are based on 
polycontextual non-formant1c cues; the data are 
output from a 14-channel vocoder. The algorith• le 
represented by a binary tree with 37 hierarchized 
cues. 

A rule under IROISE represents a branch of the 
tree. The first one follows the branch defined only 
by positive cues ; the second one puts the list of 
the first rule in its contextual part by 
eliminating the last cue. If the rule ls applied we 
know that this cue is negative, because the 
preceedlng rule was not set off, and we modify the 
cue's polarity. With this method, only the cues 
tested in the recognition phase will have the value 
" false". 

Under IROISE, all cues are systematically 
tested even if they are not all used ln any 
particular execution of the program. Then we call 
the algorithm in which every rule represents a 
branch. 

We furnish the recognition results using this 
program on an initial corpus of 330 words 
pronounced by five male speakers and the results 
using rules under IROISE on digits pronounced by 
other speakers. 

1. PRESENTATION DE SERAC-IROISE 

SERAC est le module de reconnaissance 
acoustico-phonEtique uttlisant le langage du 
syst!me-expert IROISE. 

SERAC rEEcrit, en utllisant au mieux lee 
posslbilitEs de foTillalisation des connai,sances 
offertes par IROISE , le module de reconnaissance 
acoustico-phonEtique du syst!me de reconnaissance 
de la parole KEAL, actuellement implantE en langage 
C sous UTS (IBM 3083). 

En outre, il le compl~te en lui adjoignant de 
nouveaux modules de reconnaissance Ecrita par 
d'autres experts. 

Le module de reconnaissance phonEtique i<BAL­
SERAC" c0111rnence par lire lee Echantillons spec­
traux; les donnEes acoustlques sont fournies par 
les analyses spectrales nu■Eriques effectuEes 
toutes les 13,3 ms, par un vocodeur a 14 canaux: 
11 en extrait les paramitres acoustiques. Le 
paramitre le plus important, pour les programmes 
que nous implantons, est le vecteur des Energies, 
appeUi ••en" , qui est constltuE de la valeur de 
l'Energie dans chacun des 14 canaux du vocodeur 
pour un Echantillon temporel donn&. 
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effectue La module actual de reconnaissance 1 l'itiquetage phonittqua des ichant1llon•~al1ques, 
segmentation en syllabe1 et en noyawt vo 
la reconnai1sance des -cro-claa1e9 ••• Nous noyaux 
intervenona apria la ■odule de d&tection des 
vocaliques. 

2 • ll!CONNAISSANCE DES VOYELL!S 

2 1 Le des voyelles • • programme de reconnais■ance -

La racherche de■ indices a ,t& men&e de deux 
fa~on1 : (1) par la m&thode d'esaat-erreur, <2) au 
moyen d'une analyse factorielle de■ correapoodon­
ces. Le corpu■ coaiprenait 300 ■ot■ de forme r:NCV 
enregi■trls daux fots par 5 locuteurs aiascultns 
d'une moyenna d'lge de 25 ana. d 

La reconnaissance ■ 'effectue selon un mo e 
binatra dans one arboreacance o~ tousles indices 
sont hi(rarchia&1: au total, 37 indices 
reprlsentant esaentiellement lea traits Ouvert/ 
Fer■', Aigu/Grave, Biaolia&/Non b(1110lis6, Nasal/~on 
nasal, Plriphlrique/Non pfriph&rique. Ila sont 
fond&s sur lea vari1tion1 d'lnergia dans le spectre 
et calculla aolt aur la partie centrale de 11 
voyelle, aoit sur pluaieur1 parties de celles-ci, 
dana le cas des voyellea nasalea par exemple, 
caract&riah• par la prhance de deux segments 
distincts, un segment oral et un aegmen nasal 
localial dana les deux derniera tiers de la 
voyelle. tn gln&ral, lea voyellea sont tronqu&es de 
20 % aux bornas afin d'&viter de prendre en cornpte 
lea parties transitoirea et de ne conserver que la 
partie stable de la voyella. 

Les indices portent, par pure cOlllftlodltE, 
l'ltiquette d'un trait, mais 11 n'exlste pas de 
relation biunivoque entre indlcea et traits. Les 
voyellas ne sont pas reconnues par traits mats par 
configurations d 1 indices. 

2.2. nEtermination des indices dens SERAC 

Nous avons er&& un nouvel objet, "phone-voy-, 
qui repr&sente la voyelle. 

Chaque indice est un attribut de "phone-voy" 
et prend la valeur "vrai", "faux" ("inconnu" au 
lancement du programme). L'indice est d&tect& sur 
une partie d&tenainle de la voyelle ; lea limltes 
temporelles sont Egalement des attrlbuts de "phone­
voy". 

On teste st l'indice, ou plutat son attrlbut, 
est "vrai,. par un problime particuller qui porte le 
nom de l'indice teat(. Nous avons regroup& dans un 
m~me fichler tousles problimes qui testent la 
valeur d'indices d'un mfme trait. 

Cinq fichiers aont crEEs pour: (l) les 
indices d'acuit&, {2) les indices de blmollsatlon, 
(3) les Indices d'ouverture, (4) lee indices de 
nasalit&, (5) les indices pEriph&rlquea. 

Dans la plupart des cas les indices soot 
dEtectEe par des r~gles simples. Le langage Lisp 
peut coexister avec IROISE pour les riglea plus 
complexes qui exigent en particuller des 
itlirations. 

2.3. Algorlth■e de reconnaissance des voyelles 

Apr~s l 'evaluat lon de .. nlO", dernier ind lee 
teat&, !'ensemble dee attribute des indices 
positifs poss~dent la valeur "vral". Les autres 
aont impltcitement "faux ... On peut alora d&clencher 
l'algortthme de reconnaissance. 



Chaque regle de celui-ci correspond a un des 
chemins de l'arbre dEfinl dans le par. 2.1. La 
premiere regle reprEsente le chemln qu1 est dEfinl 
unlquement par des indices positifs: la parcie 
"contexte" de la regle est Ecrite de la maniere 
suivante: 

si (phone-voy ?pv (1nd1cl vrai) (lndic2 vrai) ••• ) 
La deuxteme regle reprend dans sa partfe 

"contexte" la Uste de la premiere en Eliminant le 
dernter indice de celle-ct. On salt alors, si la 
regle est appliquEe, que cat indice est nEgatlf 
puisque la regle prEcEdente n'a pas EtE dEclench&e 
- lea regles sont incompatibles entre elles - et on 
modifie la valeur de l'indlce. Par cette m~thode, 
seuls lea indices effectivement testis lore de la 
reconnaissance d'une voyelle dEterminEe auront la 
valeur "faux", les autres resteront a "inconnu". 

On rEitere le processus jusqu'i ce que 
l'algorithme soit tout entier Ecrit sous forme de 
regles. On peut, de cette fa~on, crEer un seul 
probleme qui traite !'ensemble de l'algorithme. 

2,4. Les indices fondamentaux d'antErioritE acui-
tE) et d'ouverture (compacit ) 

Le premier axe de l'analyse factorielle des 
correspondances reprEsente le trait Aigu/Grave, 
l'&tude des corrElations entre lee groupes de 
voyelles et lea canaux permet de diviser le spectre 
en deux bandes frEquentlelles: 650 a 1600 Hz, 1600 
1 3400 Hz, a parttr desquelles est calculi le 
principal indfce d'acultE appelE AIGUl. L'indfce 
recherche et compare lea 111axfma spectraux dans 
chacune des bandes afnst dElimitEes. En effet, 
l'energle caractErtstfque des voyelles graves 
[u,o,o) est situ&e dans la bande 650-1600 Hz tandis 
que celle des voyelles aiguHs est s1tuEe au-dell de 
cette bande, Il se■ble que l'Energie 
caractEristique de (a) soit situEe a la frontiere 
mats cette voyelle peut apparaitre dans l'une ou 
l'autre classe en fonctlon du contexte. [a] se 
comporte comme les voyelles vElaires sauf au 
contact des consonnes vElo-palatales (k-g) derriere 
lesquelles apparatt ea variante aiguij. La 
reconnaissance de la voyelle (a] dans la classe des 
/+ouvertes, +aiguijs/ est accompagnEe de la 
spEcificatlon du contexte v&lo-palatal qui se 
trouve vErifi&e dans 90 % des cas. 

Le trait d'ouverture n'est pas reprEscnt& par 
le deuxleme axe, plus c0taplexe, mais l'examen du 
spectre des voyelles fermEes met en Evidence 
l'exlstence d'une zone d'anti-rEsonance dans lea 
canaux 3 1 4 (650-1050 Hz) qui disparalt au fur et 
1 mesure que Fl s'Eleve et que la voyelle devient 
plus ouverte, D'ou l'indice d'ouverture "ouvl" : 

si EIC12 EK3 + EK4 alors -ouvl 
Ki : ieme canal. EK! : Energie dans le ieme canal. 

Les seules voyelles dont la classification 
pose un probleme par cet tndice sont [ ) et [u). 
Pour (u), cet Echec s'explique par la prisence du 
F2 dans les canaux 3 et 4 qui rEdutt 1'1■portance 
relative de Ft. 

Un second indice est alors proposE pour forcer 
(u) dans la classe des voyelles femEes. Cet 
ind ice, appelE "ouv4 • permet de mettre en relief la 
proEminence du Fl : 

si (EKl - EK2) (EK3 + EK4) - EKl alors -ouv4 
Pour certains locuteurs, la voyelle ( ) est 

produite c0111111e une voyelle fermie, en consEquence 
ea reconnaissance est prEvue dans lea deux classes 
vocaliques, ouvertes et fermEes. 
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Le taux de reconnaissance des voyelles par 
l'ensemble des indices sur le corpus dEfinl dans le 
psrag. 2,1 est &valuE a 86 % : 1 candidat est 
prEsentE dans 60 % des cas, 2 candidats dans 40 % 
des cas. 

2.5. Reconnaissance des macroclasses 

Le module de reconnaissance des traits 
vocallques pour la reconnaissance des consonnes 
occlusives (A. Bonneau 1984), vise a regrouper lee 
voyelles en quatre grandee classes vocaliques, 
selon lea traits "ouvert-fermE" et "aigu-grave" 

a) Voyelles atguHs: /1,e, ,y/ 
Voyelles graves : /u,o, , , , / 
[a, , oe, 6) peuvent, selon le contexte 
dans lequel 11s apparaissent, appartenlr a 
l'une ou l'autre classe. 

b) Voyelles fermEes : /1,u,y,(e),(6),(o)/ 
Voyelles ouvertes : / , , ,a, ,( ),( ),(oe) 
Il est difficile de dEterminer a priori sl, 
dans une syllabe donnEe, en particulier lea 
syllabes atones, le locuteur a prononcE la 
variante ouverte ou femEe de fe, I ; 
[ o, J ; I 6, oe) , c 'est pourquoi ces 
phonemes, mis entre parentheses ci-dessus, 
ne sont pas prls en compte dans les % de 
reconnaissance selon l'indice d'ouverture. 

3. RESULTATS ET CONCLUSIONS 

SERAC-lROISE est Ecrit en Lisp dans le 
dialecte COMMON LISP, sur VAX 11/780, sous VMS. Le 
corpus choisi pour l'Evaluatlon est constftuE de 
139 nombres (de O a 999) prononcEs par 6 nouveaux 
locuteurs masculine. L'application des regles de 
reconnaissance aces nouveaux locuteurs permet de 
tester dans quelle mesure les indices utilis&s sont 
tndEpendants du locuteur: 

Le pourcentage de reconnaissance pour les 
voyelles, pour ce nouveau corpus s'Etablit comme 
suit 
• 72 % de reconnaissance pour lea nombres prononcEs 

en parole continue. Le fort pourcentage des 
voyelles nasales I ) dans les n01abres est respon­
sable de la chute du taux de reconnaissance; 
cette voyelle, en effet, est la mains bien iden­
tifiEe du systeme fran~ais, Sans la prisence de 
cette voyelle, le taux de reconnaissance s'~leve­
rait a 86 %. Une ou deux rEponses (deux dans 
37 % des cas) sont donnEes pour l'identification 
de la voyelle a reconnattre. Le pourcentage de 
reconnaissance pour les traits aigu-grave et 
ouvert-feraE est de 97 %. 
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I. INTRODUCTION 

Le systeme presente fail partie d'un ensemble complct 
de Reconnaissance Automatiquc de la Parole Continue. 11 
foil suite a l'etude prescntee par (Meloni 1985). 

Son but est de permettre la reconnaissance de mots 
a partir d'un treillis de phonemes produit par le decodage 
acoustic:o-phonetique. 

Le systeme porte sur la composante phonetique du lex­
ique ; la composantc graphique necessaire a la sortie des 
rcsultats sera ajouLcc ultericurcment sous forme d'un nou­
veau module. 

Les rcgles de l'honologie Generative, enoncees deda­
rativement, permettent la derivation des formes phonetiques 
des mots a partir de leur formc sous-jacente construite par 
combinaison d'elernents lexicaux. Parallelemcnt, des regles 
morpho-syntaxiques permettent de deduire Jes informations 
di verses provcnant du regroupcmcnt des morphemes. 

Les acccs aux mots reprcsentes par ces structures sont 
codes separement. Ifs sont constitues au moyen d 'informa­
tions syntaxiques et phonetiques, et des donnecs fournies par 
le decodage Acoustico-Phonetique. 

Le codage du lcxique est automatique ; toutefois, cer­
taines ambiguites doivent etre levees manucllement. 

Un ensemble de predicats permet d'extraire toutes les 
informations codecs : structure phonologique, morphemes, 
caracteristiques synta.xiqucs, forme phonctique. 

II. CONNAISSANCES UTILISEES 

On ne peut envisager de coder cxplicitement chaquc 
mot sous sa forme phonetique pour conserver au lexique un 
volume raisonnable. II convient done de se tourner ver!I un 
systeme linguistique tirant partie des parent.es entre mots 
differents, construits a !'aide d'un radical et de prefixes et 
suffixes eventuels. 

Dans le cas des conjugaisons. (Bescherelle 1980) four­
nit un catalogue des particularites verbales. SPlon une ap­
proche descriptive. J. Pinchon (Pinchon 1981) operc quel­
ques regroupements et aboutit a un ensemble de formes un 
peu plus restrcint. 

La l'honologie Generative (Chomsky 1973) offre un 
cadre analytique dans lequel les parentes entrc mots trou­
vent des explications par le biais de variations phonologiques. 
Nous avons done choisi cette approche, pour laquelle on 
di~pose , pour le F'rarn;ais, des travaux de (Schane 1968), 
(Plcnat 1981,1985) et (Dell l973,1984). On traiteegalement 
des connaissances lexicales : 

• decoupagt> des mots en morphemes, 
• groupements de morphemes possibles ou interdits, 

et des conna1ssanres grammaticales : 
• categories et attributs syntactico-semantiques. 

III. CODAGE DES REGLES 

Les regles utilisent Jes traits articulatoires suivants : 

consonantique vocalique haut bas avant rand na.sal tendu. 

Chaque phoneme derive OU sous-jaccnt est dccrit pat 
une clause associant son identificateur a son vecteur de traits, 
dans l'ordre ci-dessus. 
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~mpl~: 
<aa,vocalique.bas.t1mdu> ➔ ; 
<Aa,uocalique.bas> ➔ ; 

A I • h et aa le 
a represente le phoneme / a/ sous-jacen t ac e, 

phoneme / a/ ten du, soua-jacent ou derive. 
Des predicats permettent : 

1 
t ·t 

• d 'atteindre un trait da.ns la. liste, par excmpde ra•.; 
cons(l,c) donne la va.leur positive ou negative 11 trai 
consonantique de I, ! 

• de caracteriser des classes de phonemes (voyclk'-ora c, ' 
consonne ... ). · • I 

• de modifier la lisle de traits scion les besoins des reg 1
'
5 

(negation, affirmation, echange ... ) . 
Les regles sont codecs a l'aide de clauses l'rolog sous 

une forme tres proche de celle prop05ee par !es lin~u!s~t•s. 
La tete de clause pr.\sentc la sequence de phone.mes •~1t1ale 
et celle qui en derive. La queue de la clause dettirminc_ lcs 
contraintes contextuelles d'application de la regle ct les hens 
existant entre les deux formes. 
Exemple: 
naaali.:ation(v.c.q,11'.q) ➔ 

11011elle-orale ( v) 
consonne-nasale(c) 
nasaliaer( 11, 11') 
non-vocalique(q) ; 

IV. INTERPRETATION DES REGLES 

Les reglcs que nous utilisons sont (partiellement) or­
donnees. Des meta-regles declaratives decrivent Ct•t ordrc. 

Chaque regle, a son tour, est appliqucc de tnutes 1,-s 
manicres possibles sur la rhainc a transformt'f. La st ralt\gi<' 
de synthese force !'application d "unc rr-gle des l'insliu1L 011 

son environnement est satisfait. puisquc reci correspond ;l la 
possibilitc d 'un pltenomene phonologique. 

Par contrc, en analyse, ii ne con\ ient piL'! d'appliquPr 
systematiquement toutes lcs regl,is poso;1blcs. J•:n ,,ffot. r1•r­
tains phonemes sont a la fois ,mus-Jaccnts et d,~rin:s : 11,­

pcuvent figurer tels quels dans la forme phonologittuc ou hi1•n 
etre obtenus par derivation. II existe done diwrsc,; for1111•s 
sous-jacentcs conduisant a la mcme formc phoru;tiq1w. I.cs 
connaissanre5 phonologiques ne peuvent rcsoudrc ,·clte am­
biguitc. qui est levee pa.r consultation du lexiq11t!. 

Le systcme doit ctre capable de rcconnaitre unr. phra.·w. 
meme pronon<:ee en violation de certains phe11omcn<'S ("Ol!HllC 

par exempll' his liaisons. Les rcgles qui cl~cr1v,•11L ,-,·~ 
phenomenes pourront etre facultatives . On ad rnNt.r,1 ,1ins1 
des formes phonetiques fausses s ur le plan thcnr1q1w. 111,u~ 
d'emploi assrz frequent. 

V. CODAGE DU LEXIQUE 
V. 1- Representation des Morphemes 

Les elements lcxicaux sont des morphemes. Us sont 
representes par des clauses indiquant la nature du morpheme 
(prefixe, radical, marques de genre ct de nombre, ... ) et des 
donnecs dependant de cette information. 

• L'identificateur du morpheme est construit avec les 
phonemes qui le constituent, 

• les suffixes portent une information indiquant la cate­
gorie syntaxique qu'ils produisent, 

• les radicaux decrivent !'ensemble des mots construits 
autour d'eux, grace a un terme qui indiquc les prtifixcs 
et suffixes possibles. Ce tcrme est constitue de dou• 
blets <prelixe,suffixe> , des operateurs et et ou et d,e 
la fonction event (cventuellement), 

• tous les morphemes peuvent comporler des donnees 
particulicres sur l'emploi des rcgles. 



Exemple: 
ddOoil( radical,ou( < vide,ou(vide,et( Oorr,euent( Oozz))) >, 

<Aann,et( Oorr,iirr) >))) ➔ ; 
Oorr(auffize,nom) ➔ ; 

Oozz(suffize,ad1ectif) ➔ ; 
Aann(preffae,appris) ➔ ; 

iirr(suffixe,, Vefhf!( 9) ,appris>) ➔ 

V. 2- Codage des acces 
Le radical permet d'acceder a tous les morphemes 

constituant lcs mots qui lui correspondent. Par contre, les 
prefixes et suffixes n 'off rent pas cette possibilite, le nombre 
de radicaux associes a chacun etant trop grand .. 

Pour la decomposition d'un mot, ii est preferable 
d'avoir acces a chacun de ses morphemes pour eviter de 
rechercher le radical n'importe ou. L'analyse se fait de 
gauche a droite par identification de prefixes, puis du radical 
et enfin de suffixes. Cette recherche est bien entendu non 
deterministe. 

Le phoneme le plus a gauche dans un morpheme donne 
un a.cces naturel pour une analyse de gauche a droite. 

Exemple: 
acces-morpht!me ( Oo, Oorr, Oo.rr. nil) ➔ : 
acces-morphemf! { dd, ddOoll,dd. Oo.11. nil) ➔ 
acces-morphemt!(Aa,Aann,Aa.nn.nil) ➔ ; 
acces-morpheme(ii,iirr,ii.rr.nil) ➔ , 
acces-morpheme ( Oo, Oozz, Oo. z:. nil) ➔ ; 

VI. TRANSFORMATION DES REGLES 

Les resultats present.es par (Gispert 1986) montrent la 
necessite de transformer Jes rcgles. 

L'utilisation d 'une rcgle choisie sur un contexte totale­
ment indetermine, produit !es formes les plus generates trans­
formees par cette reglc. En appliquant a ccs formcs toutcs 
les regles possibles de fac;on non deterministe, jusqu 'a obtenir 
d'un cote une forme phonologique et de l'autre une forme 
phonetique. on definit tous les usages qu'il est possible de 
faire de cette regle. A chaque solution, on fait corrcspondre 
une macro-regle qui reprcsente l'enchaincment des regles qui 
l'ont produite. 

L'usage de ces macro-regles est possible grace a des 
acces definis sur les phonemes gauches des deux formcs con­
cernees. L 'analyse d'un mot se fait main tenant ainsi : 

• acces a une macro-regle par le premier phoneme, 
• unification de la forme phonetique donnee par la regle 

avec le mot a analyser, 
• acces a une autre macro-reglc par le premier des 

phonemes restant a analyser, etc. 
Avec ces meta-regles, les temps de calcul sur VAX 750 

sont de l'ordre de la. seconde. 
Le remplacement des regles phonologiques par des 

macro-regles revient a deduire un catalogue des differents 
cas particuliers. Cependant, ce catalogue est obtenu au­
toma.tiquement a partir des connaissances que les linguistes 
souhaitent manipuler. II ressort done que cc systeme peut 
convenir a la fois a la mise au point d 'un jeu de regles et a 
son exploitation en situation de reconnaissance. Ceci justifie 
le detour par Jes reglcs de phonologie. 

VII. CONSTRUCTION AUTOMATIQUE DU LEXIQUE 

Un mot nouveau est propose au systeme sous sa 
forme phonetique, avcc scs a ttributs syntaxiques (categoric, 
type d'emploi. .. ). Le systeme en fait d'abord !'analyse 
phonologique, qui propose une forme sous-ja.cente dont ii 
Pourrah deriver. 
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L'analyse en morphemes de cette forme ne peut ctre 
envisagee de toutes les manieres possibles sans reference a 
des morphemes conn us. On imposera done que les prefixes, 
suffixes et desinences soient taus repertories a priori dans le 
lexique. Seul le radical pourra done etre inconnu. 

Ainsi ne peuvent subsister que certaines ambiguites 
d'analyse resultant de la confusion d'une partie du radical 
avec un prelixe ou un suffixc existant. Le choix de l'une ou 
l'autre forme est determine par d'autres mots de la meme 
famille, qui possedent le meme radical. Ces ambiguites sont 
levees par l'utilisateur qui doit fournir au systcme un mot de 
meme famille. 

VIII. CONCLUSION 

Cettc elude met en evidence certains aspects de l'ap­
prochc choisie par rapport au traitement automatiquc du 
probleme: 

• !'interpretation des connaissances proposees est delica­
te, certains aspens n'etant pas explicitcs, 

• ii est difficile de melanger des regles provcnant d'au­
teurs differents, celles-ci utilisant par cxemple des jeux 
de traits differents, 

• le systcme a permis de validcr l'hypothcs1! <le faisabil ite 
sous Prolog (moyennant la compilation des rcglcs), 

• ii constitue un outil de test pour de nouvelles theories 
phonologiques que l'on pourra.it applique r de la mcmc 
maniere. 

• ii est utilisable en reconnaissance 
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l - INTRODUCTION 

Le systeme que nous presentons con11titue une phase 
d'acquisition automatique de connaissances symboliques en 
vue du decodage acoustico-phom!tique de la parole. A par­
tir d'un ensemble d'exemples constitues par un coda'ge de 
portions de signal issues des realisations de phrases types. 
l'apprentissagc a pour tache de fournir une caracterisation 
du concept induit par le choix de ces exemplcs. 

Les regles de strategie. de reecriture et de generalisa­
tion sont definies en PROLOC Colmeraucr 83:, de meme que 
cclles permettant de decrire les objets propres a !'application 
ou ]es contraintcs de generalisation. 

Les regles produites par la methode cornportent une 
information contextu~lle et sont valuees en fonction du 
nombre d 'exemples qu 'clles verifient et de la precision de 
determination des objets qu'elles utilisent '.Michalski 80aj. 

II. CODAGE DU SIGNAL 

Notre systeme operant un apprentissage par acquisi­
tion de concept (evenement acoustico-phonetique, phoneme, 
trait acoustique, etc.), les exemples sont constitues d'une 
representation symbolique d'une portion de signal. Celle­
d est obtenue grace a. un ensemble de predicats evaluables 
permettant, pour chacun des parametres du signal, de 
determiner maxima, minima, moyennes, pentes afin de 
modeliser les evolutions temporelles sous la forme de collines, 
vallces et portions monotones reliees entre elles par des re­
lations situationnelles (coincidence, succession, chevauche­
ment, etc.) :Meloni 861. 

A \'issue de ce traitement, nous disposons done d'une 
part, de formes elementaircs issues de l'analy5e du signal, 
representant !'evolution dans le temps des divers parametres, 
et d'autre part, de la chaine phonemique associee. A partir 
de ces donnees, le module d'apprentissage determine !es con• 
figurations des diverses formes caracteristiques du phoneme, 
de la classe de phoneme ou du trait acoustique que l'on desire 
ctudier. 

Ill • PRESENTATION DE LA METHODE 

L'apprentissage inductif que nous realisons sur les 
donnees definies precedemment s'effectue sur des exemples 
positifs. Si nous avons choisi dans un premier temps de 
n'operer que sur de tels exemples, c'est parce que nous 
doutions de la pertinence et de la validite de contre-exemplcs 
dans le Jomame etuJie. Toutefois, on note des arub,guites 
sur les regles produites caracterisant des classes proches. 
Afin de les reduire, nous utiliserons pour preciser une classe 
donnee, des contre-exemplcs conslitues de representants des 
classes concurrentes, 

III . l - Structures des Exemples 

Com;u dans l'optique d'etre independant de l'utili• 
sation qui en sera faite, le systeme admet des exemple .. 
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d i ·5 dans 
ont la syntaxe est peu contraignante. Toute 01 ' .1 

un but d'efficacite, aucune interrace n'a ete prevue e~i' 
5 

doivent done avoir une structure de terml!ll PROLOG. us 
.,_ • .,. , 1· te de n-

pra:1s1:ment, chacun d'eux est constitue dune 15 . 
U I t d.,_ . • • • •t.t.- et de relations 

P e s =nvant une co11Jonct1on de propr1e "" 
s'appliquant sur des objets. , 
L . , . .,_ d' part d un es propr1etes sont des doublets form= une 
predicat generique et d'une specification, d'a.utre part d'un 
objet identifie par un terme. Les relations sont des triplets 
dont le premier element est le symbole relationnel, le second 

un objet el le troisieme une lisle (de longueur quelconque) 
d'objets en relation avec le precedent. 

E:remple : 
< phonr:mr:(i1) ,61>.< conte:rte-gauche(tt) ,56> . 
< conte:rtr:-droit(tt), 16>.< colline-rO( mueaul) ,61!> · 
< coincide,61,61!> ... 

III • 2 - Organisation du Systeme 
L'ensembledes regles constituant le systemc se separe 

en deux parties totalement distinctes : 

• une partie constituant le moteur d'induction pro­
prement dit et dont \es regles de production ou de 
strategic presupposent uniquement les exemples mis 
sous la forme decrite precedemment i 

• une partie contenant la base de connaissance propre au 
domaine etudie (BCD) constituant un module facile­
ment modifiable ou meme interchangeable et qui per­
met de fournir des informations qui seront utilisees par 
le systeme (description arborescente des proprietes 
necessaire a la generalisation par hierarchic, modele 
impose a la forme generalisee, proprietes des relations, 
etc.). 

lII . 3 - Principe de Fonctionnement du Systeme 

Le principe de fonctionnement s 'inspire de la methode 
proposee par R.. S. Michalski Michalski B0bJ. La carac• 
terisation d'un concept a. partir des exemples s'opere pas-a.­
pas. A chaque etape, disposant d'une forme genera.lisee FC 
(issue de l'etape precedente) constituee d'une disjonction de 
regles, un nouvel exemple est propose. 

Dans un premier temps, le systeme s'assurc que celui­
ci n'est pas deja inclus dans une des regles de rG. Ccci se 
fait tres simplement sou:; PROLOG en tram;formant chaque 
terme de l'exemple en une clause unaire et en <lemontrant 
FG sur l'ensemble ainsi obtenu. Si l'exemple est verifie, ii 
est ignore. Dans le cas contraire, le systeme va l'introduire 
dans chaque element de la disjonction constituee par FG. En 
cas d'echec sur l'un d'entre eux, celui-ci demeure inchange 
dans la nouvelle forme generalisee. En cas d'echec total, 
l 'exemple est signa.le a. l'utilisateur. 

Nous decrivons ci-dessous Jes etapes successives de !'intro­
duction de l'exemple dans FG. 

1) On procedc tout d'abord a une factorisation de 
l'exemple en regroupant les arguments d'une propriete par 
conjonction interne : 

Pf A / I\ P/ B I ➔ Pf A I\ B I 
2) On considere ensuite la disjonction de l'exemple 

ractorise avec chaque regle de FG transformee de la meme 
maniere. En utilisant la distrihut1vite de A par rapport a 



v ct la disjonction intern<' sur [es arguments, on degage les 
proprietes communes. 

En supposa.nt, par exemple que la regle consideree de 
FG est de la forme : P/ A I /I R et ['exemple de la forme : 
Pf B / I\ E, on aura la transformation suivante : 

{ Pf A I I\ R } I/ { Pl BJ I\ E } ➔ 
Pf A V B I /\ { R V E } 

A noter que A et/ou B pcuvent ctre des conjonctions intro­
duites par la factorisa~ion preliminaire. 

3) Des disjonctions d'arguments ainsi obtenues, on 
deduit des couples (formes d'un objet de FG et d'un objet 
de l'exemple considere) qui sont cnsuite values en fonction 
du nomhre de proprietes puis de relations verifiecs. Cettc 
valuation correspond a un dcgre de pertinence du couple 
considere, necessaire lorsque l'on ne dispose que d'exemples 
positifs. Seuls ceux dont la valuation est superieurc a une 
valeur fixee par l'utilisateur dans la BCD seront retenus. 

4) Les couples restants peuvcnt etrc: regroupes en 
classes d'equivalence, deux elements d'une meme classe ve­
rifiant des proprietes et des relations deductibles les unes 
des aulres ou compatibles, voire identiques. Pour cela, le 
systeme utilise [es connaissances de la BCD indiquant les pro­
prietes des relations (symetrie, transitivite, inclusion, etc.). 

Exemple: 
Si le couple < A,B> uirifie P 1 A I I\ Qf B / I\ R(A,B) 
Si le couple <C,D> uirifie P'{ C j /\. Q/ D / I\ R(D,C> 
Si P => P' 
Si R est symitrique 

a/ors, seul < C,D> sera retenu 
pui11que P' ut plus ginirale que P. 

5) II peut etre necessaire scion l'appliration rrialisee 
d'imposcr des hypotheses sur le contenu de la forme gencra­
lisee. Cc modele minimum sera decrit dans la BCD. Dans le 
cas oil cc dernier est non vide, et apres regroupemcnt des cou­
ples lies par uuc relation, seuls ceux verifiant les proprictes 
et ou les relations ronte11ut'i; dans le rno<lele sont conserves. 

6) A !'issue de celte seric de !litres sur les couples, 
une forme generalisrie est produite pour chaque regroupe­
mcnt obtenu. Elle est determince par la conjonction des 
proprietes et relations verifiees par chacun des couples con­
tenu dans le groupe. 

A ce stade, chaque couple etant remplace par une va­
riable, si les proprietes de meme predicat generique ont une 
merne specification pour chaque element du couple, le terme 
correspondant de la forme generalisee aura une structure 
identique. Dans le cas ou Jes specifications different, c'est 
leur disjonction qui specificra la propricte apparai5sant dans 
la forme gencrali5ee. 

Ainsi, aucune information n 'est perdue dans la gene­
ralisation, meme si lcs proprietcs different par leur specifica­
tion, chose que ne permettent pas certaines autrcs methodcs 
!Hayes-Roth 78, Guizol 85 . 

7) La generalisa tion par hit?rarchie s 'elfectue en fin de traite• 
ment. On dispose pour ccla dans la BCD d'autant de 
descriptions arborescentes des proprietcs que de prcdicats 
generiques, la specificite des noouds augmentant avec la 
Profon<leur. Les fcuilles constituent en fa.it ['ensemble des 
valeurs possibles di' la specification d'une proprie te clans [es 
exemples de depart. 
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Par excmple, dans notre application, l'arbre decrivant 
!es proprietes "phoneme", "contexte-gauche" au "eontcxte­
droit", est structure scion la decomposition en traits acous­
tiques de Jakobson. 

Cette generalisation va intervenir sur les proprietes 
dont la specification est une disjonction. Apres recherche du 
nceud de plus bas niveau, dont dependent tous les elements 
de la disjonction, elle s'opere de la far;on suivante: 

• Si ce ml:!ud est la racine : 
• si tous Jes identificateurs de feuilles sont presents dans 

la disjonction, la propriete, devenue non significative, 
est alors supprime. 

• dans le cas contra.ire la propriete demeure inchangee. 

- Si ce n<:l!ud se situe en dessous de la ra.cine, la disjonction 
est remplacee par l'identificateur affecte a ce nmud. 

IV - CONCLUSION 

Le systeme d'apprentissage que nous avons presente 
constitue un outil tres utile pour caracteriser des concepts 
de far;on automatique. En particulier, dans ['application que 
nous en faisons, ii nous pcrmet d 'obtenir des reglcs dccrivant 
des realisations d'unites acoustiques ou phonetiqucs propres 
a un locuteur, nous dispensant ainsi de la laborieuse mise au 
point de rcgles ad-hoc. 

Les temps de calcul sont assez consequents, mais ce 
traitement dcvant etre effectue une seule fois pa.r locutcur, 
nous jugeons que cela ne constitue pas un reel probleme ct 
compense <le toute manierc le temps passe a determiner les 
regles "a la main" l)"autr(! part, le caractere systematique 
<IP la pro.Jucllon des regles cons titue un net progres. 
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UN SYSTEME DE TRAIT EM ENT DE CONNAISSANCES 
POUR LE DECODAGE ACOUSTICO-PHO!"iETIQUE 
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G.l.A., Facultc de Luminy, 70 route Leon Lachamp 13288 
Marseille Cedex 09 France 

I · INTRODUCTION 

Les travaux que nous avons accomplis dans le cadre 
de la reconnaissance de la parole (Meloni 1982, 1984, 1985) 
separaient assez nettement Jes traitements numeriques, exe­
cutes dans un langage algorithmique classique, des traite­
ments de donnecs symboliqucs effectucs en PROLOG. Cette 
dichotomic artificielle interdisait !'interaction et !'optimi­
sation contextuelles des deux processus. Afin de permet• 
tre une cooperation simple entre toutes [es sources de con­
naissances, nous proposons, sous la forme d'un ensemble 
de predicats du langage PROLOC II (Colmerauer 1984), 
un environnement souple ct efficace pour ['acquisition, la 
manipulation, ['evaluation, la representation et le traite­
mcnt d'informations acoustiques. phonetiques et linguis• 
tiques. Les outils developpes pcrmettent, de maniere in­
teractive, de produire divcrses parametrisations du signal, 
de dccrirc ct rcconnaitre dc:i formes simples, de definir et 
identifier des evenements, des proprietes, des indices et des 
traits acoustico-phonctiques, de coder ces informations ct les 
strategies qui !es utilisent et de structurer ['ensemble des 
resultats produits sous la forme d'un treillis d'unites valuees. 
Nous illustrons Jes possibilites nouvelles de cet environ­
nement en presentant quelques particularites d'un systeme 
de decodage acoustico-phonetique realise entierement sous 
PROLOG II. 

II · PARAMETRISATION DU SIGNAL 

Le but vise a ce stade du traitement est de carac• 
teriser de maniere precise et peu coiiteuse une portion de 
signal au moyen d 'une suite de vectcurs de parametres. Les 
lirnites de la zone codee, la nature des attributs retenus ainsi 
quc leurs conditions d'evaluation sont determince.s en exa­
minant des connaissances de niveau acoustique, phonctique 
ou phonologique. 

II - l - Predicats evaluables pour la parametrisation 

Nous disposons de 2 predicats evaluables qui ef. 
fcctuent le calcul des parametres et leur chargement dans 
une memoire accessible a d'autres fonctions rea.lisant des 
operations numeriques complexes. Cha.que vccteur, produit 
a interva.lles reguliers de 10 ms, est constitue d'une ving­
taine d'attributs temporels et spectra.ux (repartition spec• 
trale de l'energie, densite des passages par zero, position, 
amplitude, emergence et largeur des p ies . etc.). Les spectres 
\isses sent obtenus a partir des coefficients cepstraux ou de 
LPC dont un ensemble de variables dcfinit !es conditions de 
calcul (portion de signal traitcc, methode utilisee, nombre 
de coeflkicnte; . preempha.se, rayon. etc. ). 

II • :! • [tilisaLiuns des predicats de_ Qarametri_!jation 

Les predicats de parametrisation du signal ont ete 
employes, dans la phase d'acquisition des connaissances 
acoustiques, pour evaluer les conditions optimales du codagc 
des sons correspondant aux divcrses phases de phonemes 
segmentes semi-automatiquement dans un ensemble de 130 
phrases prononcees par 2 locuteurs. 

La strategic du systeme de decodage conduit a une 
parametrisation globale d'un enoncc au moyen des 14 pre-
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• . . "b ts sent localement m1ers coeffic1ents de LPC ma1s ces attr1 u . 
I I • 1 • ' , d • u quelconque ex14 

reca cu es orsque certames regles e n1vea 
gent d'autres conditions d'evaluation. C'est le cas nra~­
ment pour !'identification des traits des voyelll!;' nasa csd e 
traitement de!! explosions d'occlusives ou de portions sour es 
du signal. 

III - RECONNAISSANCE DES FORMES 

Les outils proposes dans ce cadre on~ pour objcctif la 
modeluiation et Ii!. 11ymbolisation des evolutions tcmporell~ 
de certains groupes de parametr~. 

HI • I - Predicats evaluables de reconnaissance de formes 

Sur un intervalle de temps, ils definissent des fonc­
tions simples d'un pi!.rametre telles que la mesure de ses ex­
trema, le calcul de sa moyenne, la caracterisation de son 
instabilite. lls determinent egalement des fonctions com­
plexes d'un ensemble d'attributs comme la recherche de for­
mants, la valuation de la c-ontinuit.e ou de la monotonie d'un 
phenomene. Entin, ils designent et identifient des sche~as 
de formes parmi lesquels !es modeles de collines ou de vallces 
sont les plus utilises. Des variables permettent de preciser 
les contours d'une forme ; ainsi, la definition d'un type de 
colline, pour un para.metre quelconque, sera donnee par sa 
largeur et son minimale, son emergence limite a gauche et a 
droite, le seuil maximum de deviation acceptable ainsi que 
le seuil de bruit au dessous duquel le para.metre n'est pas 
significatif. 

II[ - 2 • Utilisations des predicats de R.F. 

A partir de schemas de formes simples, appliques 
pour !'ensemble des parametres sur les phraiies de reference, 
nous avons selectionne quelques dizaines de formes repre­
sentatives de portions de sons determinees. Ces elements 
(collines, vallees, zones monotones ou stables, etc.) concer• 
nent, souvent de plusieurs manieres. la plupart des attributs 
temporellement continus. 

Dans le systeme de decodage, les formcs retcnues 
definissent des cvenemcnts il.COUstiques et phonetiques ct 
constituent des reperes pour guider le processus de recon• 
naissance vers !es phenomencs les plus saillants. 

IV· NIVEAUX SYMBOLIQUES DU SYSTEME 

Les connaissances acoustico-phonetiques formelles 
d'un meme type sont regroupees en niveaux pour leur 
presentation. mais chaque regle peut etre sollicitee indepcn­
damment de sa classe. 

~ .... : J?redicats predefinis de !'en\ ironnement 

Ces outils contribuent a rendre plus naturelle l'ex• 
pression de la connaissance et definissent pour l'essentiel les 
fonctions suivantes : 

• relations temporelles entre des unites du treillis de 
resultats (coincidence, intersection, succession, union, adja­
cence, etc.), 

• demonstrations particulieres d'une liste de predicats 
pour la gestion du controle et la visualisation des par­
cours (effacement deterministe ou complet, verification de 
!'existence d'une ou de plusieurs solutions, saturation des 
effacements, impression de traces, etc.), 

• operations logiques sur des listes de predicats (con• 
jonction, disjonction, negation, implication, etc.) , 

• operations arithmetiques diverses acceptant des 
fonctions en parametres, 

- manipulations complexes sur les arbrcs. 



IV - 2 - Evenements acoustigues et phonetigues 

Les evenements acoustiques sont dcfinis par re­
groupement de formcs au moyen des predicats qui decrivent 
des relations temporcllcs cntre lcs clements de base. Les 
unites engendrees ne rec;oivent pa.:; d'interprctation phoneti­
quc ; ellcs mcttent en evidence la conjonction de proprietes 
acoustiques du signal ct caracterisent gcncralement des seg­
ments infra-phonemiques. 

Les evenements phoncitiques, identifies a partir des 
evencments acoustiques, des formes et des relations, cons­
tituent des unites que l'on peut associcr directement a des 
phases specifiques de phonemes et de transitions (constric­
tion, occlusion, explosion, etc.) ou a des regro'U)ements de 
segments acoustiquemcnt proches. Des reglcs contextuelles 
reunissent ensuite ces elements pour designer !es limites des 
phonemes o!I decomposent certains d'entre eux a partir de 
criteres plus fins pour separer certaines voyelles des con­
sonnes vocaliques qui les entourent. 

Les quclques dizaines de clauses qui definissent ccs 
connaissances opercnt dans des contextes souvcnt trcs dif­
ferents 5uivant qu'il s'agisse d'evenements "evidents" ou de 
segments tributaires de l'identilication prealable de l'envi­
ronnement. Ces reglcs sont independantcs du locuteur. clles 
opercnt une partition peu ambigue d'un enonce en macro­
classes pseudo-phonetiques. L'exemple ci-dessous decrit et 
evalue un type particulier d'evcnement vocalique : 

evenement-11od<Mc(5),z>) -> 
/orme( <coiline 1-erO,z>) 
inferieur(S,lon<Jueur(z)) 
uoise(z) 
uu ( cuincidence-sur( i,coilmel-eb/) , 

coincidence-sur( z,cullinel-apl) ) 

IV - 3 - Traits pseudo-phonetigucs 

Chaque evenement pseudo-phonetiquc est caracterise 
par un faisceau de traits hierarchises dont chacun est defini 
par un ensemble de clauses. Les regles qui representcnt 
ces connaissances utilisent de nombreuses informations con­
textuelles sur la nature, Jes parametres, les proprietes, lcs 
indices ou les traits des sons adjacents. C"ette etapP de la re­
connaissance fonctionne comme un filtre phonctique limitant 
le nombre des phonemes candtdats. Le choix des solutions 
les plus vraisemblables resulte de !'evaluation d'un score a 
partir de para.metres sclectionnes e't ajustcs en fonction de 
caracteristiques des segments contigus. 

L'acquisition et ['evaluation de ces rcgles sont ef­
fectuees de maniere interactive 5Ut les phrases de reference. 
Une etude statistique des paramctrcs ou de certaincs fonc­
tions de plusieurs d 'entre eux permet de designer les allributs 
les plus discriminants pour la determination d'un trait d'un 
phoneme dans un environnemcnt precis. Les regles qui en 
resultent sont immediatement tcstees sur !'ensemble des si­
tuations ou elles sont susceptibles de s'appliquer. La clause 
suivante decrit et evalue un indice du trait graue pour les 
occlusives sourdes : 

acuite-occ-sourde( z,graue( !!) ) ·> 
in/erieur(cgh(z) ,9200) 
in/erieur( afmedian(z) ,ebf( z)) 
inf erieur(afhaul (z) ,eb/(z)) 

si-alors( in/erieur( moins(fois(t!,ebf( z)) ,JO), 
plus(afmedian(z) ,a/haut(z))), 

inferieur(afhaut( z) ,a/median( z))) 

si-alors( in/erieur( 900,fbas( z)), 
inferieur(afbas(z) ,plus(6,ebf(z)))) 
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V - TREILLIS DES RESULTATS 

Ccrtains rcsultats, considcrcs commr. dcfinitivr.mcnt 
acquis au cours du decodage d 'un enonce, sont conserves 
dans un treillis constitue de clauses PROLOC. Cette struc­
ture est rendue souple et efficace au moyen d'un ensemb)(! 
de predicats qui permet de realiser des operations telles que 
l'ajout et la suppression d'unites en un point quelconque. des 
parcours multiples, le reperage des zones libres. des acccs di­
versifies a une unite (par la position de ses bornes, par SOIi 

type ou ses caracteristiques, etc.), la recuperation des argu­
ments ct des limites d'un element, etc. 

Dans la phase de dccodagc acoustico-phonetique, la 
strategie conduit a executer non sequentiellement !es etapes 
suivantes: 

. calcul des paramctres sur l'enS(!mblC! de l'cnoncc, 
• reconnaissances des formes constituant lcs noyaux 

necessaires a la definition d'cvenernents sim. 
· identification ct memorisation Jans le trcillis d~ 

evenements acoustiques evidents, 
• rechercl:ie dans les 1.ones librns (fos 1\vcncmcnts ~••· 

condaires et transitoires, 
• regroupement des segments ctiquetcs pour pro<luirc 

et ajouter des evencments consonantiqucs, 
• alfinemcnt de la segmentation des noyaux vo­

caliques pour rietC!rminer, quelquefois di! manicrc ambigue, 
des evenemcnts vocaliques qui vent cnrkhir le t.reillis. 

• identification des traits pseudo-phonritiques puis 
ajout des phonemes les plus vraisemblables apres filtrage et 
calcul du score, 

• interpretation des zones non reconnues au moyen 
de l'cnscmble des unites du trcillis. 

VI · CO~CLLSIO'\; 

La bricvetc de l'expose ne donne qu'une image im• 
parfaite de la puissancc potentiellc de l'cnvironnement pro­
pose. Son utilisation pour Jes taches d'apprcntissage et 
d 'acquisition des connaissances acoustico-phonetiques nous 
a permis de constituer tres rapidemcnt un important en• 
semble de rcgles dent certaines demeurcnt perfoctibles. Le 
traitcment de ces connaissances fournit des rcsultats bicn 
supericurs par certains aspects a ccux que nous obtenions 
au moyen de techniques classiques. La durec du processus 
de decodage demeure tout a fait raisonnable sur un mini­
calculateur, et nous pouvons envisager de realiser sous PRO­
LOG un syst~mc complet de reconnaissance automatique de 
la parole. 
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The ultimate goal of automatic speech 
recognition (ASR) is obviously to replicate the human 
capability of speech processing by machine. Research 
of ASR will thus profit very much from investigations 
into the human processes of speech 
perception/comprehension. Few studies, however, seem 
to have been made along this line. The present paper 
summarizes a series of psycholinguistic experiments 
conducted to elucidate certain aspects of human 
speech perception, especially in relation to the 
units of processing. On the bases of these 
experiments, we propose a new system for continuous 
speech recognition utilizing multiple units. 

AN EXPERIMENT ON HUMAN SPEECH PERCEPTION 

Objective and Method 
While it is desirable to design a psychological 

experiment that would directly disclose the size of 
the unit of human speech perception, the difficulty 
of the problem led us to adopt an indirect approach. 
We first designed an experiment which would show that 
certain segments are .!!,il processed as independent 
perceptual unit in human speech recognition, In the 
following experiment, we investigated perception of 
connected speech in the presence of deleted syllables 
to find out whether such deletions are always noticed 
by the listener[l,2}. If they are not noticed by the 
subject, one would be able to infer that t he subject 
is not treating the deleted syllables as independent 
perceptual units, but is recognizing the input speech 
as a sequence of larger units, The fact that the 
deletion of a certain syllable is not noticed would 
indicate that it does not impair perception of a 
larger unit containing the deleted syllable. 

The original speech material was one minute of 
speech recorded by a male speaker reading a Japanese 
text at a normal speech rate of approximately 7 
morae/sec. The speech signal was low-pass filtered 
at 4.8 kHz, sampled at 10 kHz with 12 bit accuracy 
for processing by a digital computer. A total of 
25 CV syllables was deleted on the basis of visual 
inspection of the speech waveform on an X- Y plotter. 
In order to avoid artifacts, only CV syllables, each 
starting with an unvoiced consonant and being 
followed by an unvoiced stop consonant, were selected 
for deletion. Figure l illustrates an example of 
syllable deletion. In order to examine the effect 
of context on the noticeability of the deletion, the 

Fig. 
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1. An example of syllable delet i on. The 
syllable [seJ of the word "on'setsu" 
(meaning 'syllable') is deleted from the 
original signal. 
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following four types of test stimuli were prepared 
after deletion of the syllables. 
(1) Segmented into lexical words and randomi~ed. 
(2) Segmented into prosodic ~ords and randomized. 
(3) Segmented at every pause and randomized. 
(4) Without segmentation and randomization. 
These stimuli were presented to each subject through 
a binaural headphone in four test sessions. 

1 The subjects were three male adults with norma 
hearing. The subject's task was to count the total 
number of deleted syllables he could noti~e under, 
each of the four test conditions, Each subJect sat 
for the four test sessions at least five times. 

Results fil!!!. Interpretation . 
The results of the experiment is shown 1n Table 

and the averaged results of the three subjects are 
shown in Fig. 2. The averaged probability of noticing 
the deleted syllables is approximately 70% u~der te7t 
condition (l ), i.e., when the speech signal is 
segmented into lexical words and randomized, it drops 
only slightly under condition (2), but drops rather 
drastically below 40% under conditions (3) and (4), 
i.e., when the speech signal is either segmented at 
every pause or not segmented at all. The difference 
of results for condition (3) and for condition ( 4) is 
quite small. 

Table l. Probability(%) of detection of syllable 
deletion of each subject. 

SUBJECT LEXICAL PROSODIC CLAUSE SENTENCE 
WORD WORD 

A 77.J 77.J 40.8 40.8 
B 69.J 54.7 34.4 32.8 
C 69.3 64.0 40.8 37.6 

AVERAGE 72.0 65.J 38.7 37 .1 
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Fig. 2. Results of the perceptual experiment. 
Relation between size of given context and 
probability of detection of syllable 
deletion, Each circle expresses mean 
value of three subjects. 

These results indicate that human listeners pay 
more attention to syllabic units in a word context, 
but pay much less attention when the context is as 
large as a clause or a sentence. In other words, the 
unit of speech perception is more likely to be 
syllable- sized when the available context is of the 
size of a word, but the unit is more likely to be 
word- sized when the context is as large as a clause 
or a sentence. Although further experimental studies 
are necessary, the result of the present experiment 
suggests that the unit of human speech perception is 
not unique, but is rather multiple, 



FURTIIER EXPERIHENTS 

Although the above-mentioned experiment revealed 
the multiplicity of perceptual units, we still need 
to know the actual size of the units as well as the 
exact conditions at which one type of units is 
predominantly used. In this section, we describe 
some of furth~r experiments being carried out or 
planned to investigate more deeply into the human 
processes of speech perception. 

Size of Perceptual Units 
Granting that the unit in perception of connected 

speech is larger than a syllable, we need to know 
whether it is a morpheme, a lexical word, or a 
prosodic word. The following experiment was designed 
to answer this question. 

Since it has become clear that deletion of a 
syllable is more easily noticed at the initial 
position of a perceptual unit than elsewhere, the 
following three types of stimuli were prepared. 
(l) Stimuli in which syllable deletions occur only 

at the morpheme-initial position which is not the 
word-initial position. 

(2) Stimuli in which the same number of syllable 
deletions occur only at the word-initial position 
which is not the initial position of a prosodic 
word. --

(3) Stimuli in which the same number of syllable 
deletions occur only at the initial position of a 
prosodic word. 

The experimental procedure is the same as in the 
experiment described in the previous section. If 
there is no significant difference in the detection 
rate of '-Yllable deletion among the three types of 
stimuli, we may infer that the perceptual unit in 
this case is most likely a morpheme. If the 
detection rate for the type (1) stimuli is 
significantly lower than for the type (2) stimuli, 
but the latter show no significant difference from 
the type (3), then we may infer that the perceptual 
unit is a lexical word. In the same vein, if the 
detection rate is significantly higher only for the 
type (3) stimuli, we may infer that the perceptual 
unit is a prosodic word or a still larger unit. Our 
preliminary results suggest that the latter case is 
most likely, although we still need more experimental 
data to confirm it. 

Effect ~ Syntactic Roles .Q.!!. Detectability 
Assuming that the unit in perception of connected 

speech is a prosodic word, one can naturally ask 
whether all the prosodic words in a sentence receive 
the same degree of attention and thus show 
approximately equal detect ion rate of deleted syl­
lables, or they show different detection rate de­
pending on the difference in their syntactic roles. 
This question can be answered by investigating the 
dependency/independence of the detection rate on the 
syntactic role of the prosodic word containing a 
deleted syllable. Preliminary results indicate that 
there are significant differences in the detection 
rate depending on the syntactic role. 

~~ Context .Q.!!. Syllable Recognition 
While it is true that most of the evidences and 

discussions in the foregoing sections are in favor of 
the use of units larger than the syllable, there are 
also cases where one has to rely on syllable 
recognition[]]. If, for example, we are to deal with 
a very large vocabulary, or even with an unlimited 
vocabulary, the system will occasionally have to 
recognize (or transcribe) unknown words syllable by 
syllable, just as a human listener will do when 
presented with an unknown word. 

In order to design a recognition system whose 
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performance is comparable to that of a human 
listener, it is thus necessary to know human 
perception of syllables in connected speech. It has 
been shown that a human listener needs a context of 
one syllable each immediately before and after the 
target syllable in order to be able to recognize with 
high accuracy the target syllable in connected 
utterances of one speaker[4]. Likewise, syllable 
recognition by machines will have to take into 
account the influences of the context of similar 
span. 

Olm.INE OF AN ASR SYSTEM USING KULTIPLE UNITS 

From the evidences and discussion in the 
foregoing sections, we have proposed a new system for 
continuous speech recognition based on template 
matching of multiplicity of liguistic units (idioms, 
prosodic words, and syllables)[Z]. The system 
operates in the following four steps: 
1) Extract acoustic parameters of input speech. 

(formant frequencies, fundamental frequency, 
band-limited power, etc.) 

2) Detect syllable nuclei, prosodic word 
boundaries, and clause/sentence boundaries. 

3) Detect and recognize frequently used idioms and 
prosodic words in the continuous speech signal 
by using their templates, For the portions of 
input speech where the template matching fails, 
syllables are detected and recognized by using 
context-dependent syllable templates. 

4) Construct a lattice of (prosodic) word 
candidates based on the results of the preceding 
step. Syntactic and semantic coherence is 
evaluated for all com bin a ti ans of candidates. 

If real-time processing is not required, the system 
performance would be still more improved, When 
ambiguity remains, it can also be checked for global 
coherence to reduce the candidates and to obtain the 
most probable output. Global coherence i s also 
utilized to re-examine and revise the results o f 
recognition already obtained for a prior inpuL. This 
is only possible when real-time processing is no l 
required. 
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In this paper, we try to compare several 
distortion measures with the human's perception 
using synthetic sounds. Correlation and another 
measure of coherence is used, The goal of this 
research is to study the coherence belween 
mathematical distortion measures and the human' s 
perception. The results show there are some 
differences between them, But Itakura distortion 
measure is the best in the case of our isolated 
vowels. 

I. INTRODUCTION 

Distortion measures of speech is an important 
problem for speech processing: speech recognition; 
speaker identification; speech coding ••. etc, 

Generally, there are 2 kinds of distortion 
measures. The first one is defined by means of a 
mathematical criterion, such as Itakura-Saito; 
cepstral; likelihood ratio and weighted Itakura­
Sai to[ 1, 2 •.. etc. The second is perceptually based 
llk:asures, such as weighted slope metric{WSM)[ 3]; 
euclidean distance of critical-band spectra{ 5] and 
w~•ighted lil1elihood ratio(6) ... etc, 

The first approach is purely mathematical 
without any perceptual constraint. The second 
approach try to make use of perceptual properties 
with some model made from human's perception. 

An early study has been done with difference 
Umens of formants( 7 ) . A recent study has been done 

011 perceived phonetic distance[ 3J . 
Another more global type of comparison[8) was 

carried out between human performance (presented by 
confusion matrix) and an automatic recognition 
algorithm. 

The work presented here tries to examine and 
to compare the previous 2 kinds of distortion 
measures with the data of a test of psychoacoustics 
which was especially designed for this goal. 

II. EVALUATION OF DISTORTION MEASURES 

Different Tested Distortion Measures 
• ttakura distortion[ lO i is gain 

Itakura-Sai to measure which was 
optimized 

originally 
in maximum 

spectral 
introduced as an error matching function 
likelihood estimation of autoregressive 
models. 

dita{x,x') ■ log(a/om) 

where a is any residual energy 
minimal residual energy. 

and a 
m 

is 

•Cepstral distortion measure is an approxi­
mation of the L nonn of the log s~ectral distortion 
by first N term~. 

d (x,x') ~ -~ I c
1
-c•

1
)2 cep 1,..-A 

• 2 other kinds of distortion measure a priori 
bad are tested: euclidean distance of linear 
prediction coefficients and autocorrelation 
·coefficients (from LPC preprocessing), 

3,0 

•Weighted slope metric prop05ed by Klatt is a 
perceptually based distortion meesure(3J 

2 
d (x x•) = KelE-E' I + ~ K(i} • [ S{i}-S'{i)] 

wsm ' i ..-1 

Ke and K( i) are coefficients. We take KesO,K( i )■ l 
(according to [9] error is minimal with these 
values), Here Q=18 (Some values differ from Klatt). 

•Another perceptually based distortion measure 
was proposed by Plomp [ s: , Late it was used by 
Carlson (1979) and Blomberg(l983). 

dplm(x,x•} = { ~ IL -L' I J1I P 
bl i i 

where L. is critical band spectra in band i 
and p=l or 2. l. 

*Another simple slope distortion measure 
( called here D ) is defined by a Hamming distance 
on a set of f'n h~rameters [ .aj • Where 

F = 1 if X(n+l)>:X(n)and X(n+l)> • threshold 
n O otherwise 

and X(n} is smoothed spectrum either in linear 
or in Mel frequency scale. 

A classic method of evaluation of different 
distortion measures is to test them in a recognit~on 
system. So one can judge their performance acco:di~~ 
to their error percentage of recognition. This 1s 
often expensive and time consuming. 

Psychoacoustic Tests 
A test of psychoacoustics has been designed to 

produce pertinent histograms which can be easily 
compared with the curves of distortion measures. 

The test was carried out with steady state 
synthetic vowels. 12 pairs of french vowels have 
been chosen. Each pair vowel is close so that there 
is not a third vowel between the vowels of a pair. A 
series of 11 sounds has been synthesized for each 
vowelpair by linear interpolation of their formants. 
The data of £ormants are from Mrayati (1976), 

our ing the test, an auditor had to listen to 
the previous series of sounds between 2 references 
(these 2 references ore phonetic references, that is 
vowels labels and the sounds were not given in the 
test) and discriminate every presented sound to one 
of the 2 asked references with forced choice. 12 
histograms have been built with 9 auditors from 132 
sounds { 12* 11}. 

tn fact this is a JSimilari ty measure of the 
tested sound to vowels. Auditor will discriminate a 
sound to one class if it seems more similar to its 
reference than another one. 

Distortion Measure Curve 
The same signals have been used for distortion 

measure calculation, For reason of comparison we 
calculate 

D {x,Vl,V2} ~ d(x,V2)-d(x,Vl) 
s 

where Vl, V2 are 2 references and x is any 
sound of the series of sounds synthesized by linear 
interpolation between Vl, V2. d is a distortion 
measure. 

The evaluation is made by correlation and 
perc:entage of errors which will be defined in next 
section, 

III. EXPERIMENTAL RESULTS 

Normalized Correlation Measure 
It is often used to cornpare s distortim 

measure and human perception. 



If x and y are regarded as Euclidean vector, 
r - cose,. <x,yl I lllxll-llYII > 

Percentage of Error 
*For human perception, there i u a statistic 

rrontier (an arrow below) between 2 vowels. Every 
auditor made some error with respect to this 
frontier. The mean or this error for all auditors i & 
denoted by Eh. For example, a histogram is presented 
in Fig 1, E is the sum of shaded region. 

•For n1storti?n measure, a percentage or error 
Ed. is defined. This percentage is computed by the 
raEio of 2 lengths: the length of the interval 
between the distortion measure frontier (zero 
crossing) and human statistic frontier, - and the 
length between 2 references in Fig 2. 

Some Figures 
r-=B.?865 

~ c:::sto. 
Vo,.el 2 ,1 u,1 

~ Edis"'d/D 
,-c8.882? 
Vowel 1 ,/oe,1 

E:8· 
v ..... 1 2 1 ~,I Vowel 2 1 3,1 

(a) Itakura (b) Cepstral 
r=B . 9726 r=8.9759 
Vowel 1 loe/ Vowel 1 /eel 

R· B· 
\/owe I 2 I :,,1 Vowel 2 / :),1 

(c) Ri (d) Ak 
r=8.9359 r-=B.9268 

~- ~--
Vowal 2 I:)/ Vowel 2 / ~,I 

(e) Plomp(euclidean) (f) Plomp( city-block} 
r-=8.9831 r-=8.9892 
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Vowel 2 / :,,1 Vowel 2 '~/ 
(g} hsl(linear) (h) hsl(Mel) 

r=B.9432 
v ...... 1 1 /011/ 

f-~· 
Vowel 2 I :),1 

~ t is statistic 
frontier of test 

(i) WSM 

Some Results 
We present here a part of results about the 

correlations and the percentages of errors. All 
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results are means of 12 tests. This correlation is 
between all points of 2 curves: D a,d histogram of 
human perception. s 

Correlation Percentage 
Auditors 9.6% 
Itakura 0.857 10.1% 
Cepstral 0.832 13. 7% 
Plomp(city-block) 0.824 15.3% 
Ri (euclidean) 0.77 17.0% 
Plomp(euclldean) 0.80 17.8% 
Hamm. slop( linear)0.74 18.3% 
Hamm. slop(Mel) 0.77 19.6% 
WSM o. 70 21.0% 
Ak (euclidean) 0.64 22.6% 

Another type of correlation can be computed 
from the different frontiers. For example 
correlation between frontiers of Itakura and these 
of cepstral over 12 tests is 0.993, it corrresponds 
to an angle of 6.7°; and correlation between Itakura 
and Riis 0.9, it corresponds to an angle of 25.8°, 

IV. CONCLUSIONS 

The main mathematical distortions are better 
than perceptually based distortions but the t est we 
have done is favourable to mathematical distortions 
(the sounds vary by formants shifts only). As it was 
expected the Ak coefficients are not good ones. 
Serre times very bad frontiers are obtained wh i ch are 
difficult to explain. A very high correlation 
between Itakura and Cepstral measures is observed. 

The most difficult choice , in this work, is 
the set of formants of references. The chosen set is 
considered as representative of frenc h vowels. 
Surprisingly it is very well adapted t o Itakura 
distortion. 
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Thie paper proposes that languages have an active 
process of syllabification that takes a string of 
phonemes as input and organizes those sounda into a 
hierarchical syllable structure. Thie proceee acts 
as a filter on perception of input, such that native 
speakers hear both their own and foreign languages as 
ir the sounde had been organized to rollow the 
syllabification processes of thir own language,, The 
results of several psycholinguistic research programs 
can be offered as evidence for this claim, 

Thie paper La an exercise in 'armchair 
phonetics', in which I will argue that 
syllabification in language is an active process, in 
the sense used by Natural Phonology (see, e,g, Stampe 
1973, Donegan and Stampe 1978), That is, I will 
argue that the assembly of segments into syllabic 
unite le an activity carried out by the speaker ln 
real time ns speech is pro<luced--n process governed, 
among other things, by rate of speaking, negree of 
care in the production of the speech and the purpose 
to which the speech ie being put, Furthermore, the 
setting of segments into suprasegmental organization, 
although governed by universal tendencies, allows 
certain options which speakers may, on occasion, 
choose to exercise. 

Although the syllable haa had a tenuous position 
in recent linguistic and phonetic theory, many have 
ar6Ued eloquently for its existence, The earliest 
mouern discueslon of the concept of syllable, 
including an extensive discussion of the baoie of 
syllable division and the idea that the shape of the 
syllable is governed by the eonorlty hierarchy, can 
be found in Sievers (1885:179-183), Sievers ie also 
the first to argue thHt syllabification is a 
heuristic rather than an algorithm: 'Equally, one 
can, to a certain extent, 5ive arbitrarily different 
syllabifications to an~ one or several sounds or an 
assembled string like Laia],' (179, my translation). 

Since that time, numerous scholars have argued 
that the sounds of language are assembled into larger 
units that appear to be actively used in the 
production and perception of speech, An extensive 
diacuseion appears in Stetson 1951, although some of 
hie contentions have since been disproven (Ladefoged 
1982), Kozhevnikova and Chiatovich (1965) argue that 
instructions to the articulators are sent in 
syllable-sized chunks (122), while several 
researchers have recently presented runctional 
arguments based on the nature of the speech-producing 
mechanism for the syllable as a unit of eound 
organi~ation--Studdert-Kennedy 1975 and, 
particularly, Lindblom 1983 are two notable recent 
works on the subject, 

I will besin by diecuseing a Hebrew prayer, 
known as the Shma. The prayer is suns to a 
traditional melody, and consists of two lines, For 
the first line, there is only one possible setting 
for the words, but for the second line, there are two 
possible ways in which the words and the music can be 
coordinated, and both are used, apparently 
interchangeably: 

a) boru,uch ohem kevod ma.alchuto leolam vaed 

b) boru.uch ehem kevod malchuto.o leolam vaed 

Since there are more notes than syllables, eddltional 
syllables must be created, and RB 1) shows, there are 
two possibilities for the creation of the oxtra 
syllables. My primary argument is that rulas 0 i 

800 syllabification me1lie.t6 between storage of soiim 11 

their proJuction (i,e, t\.iey are used in 
1 

\ 
'derivationo') and between perception of eoun, 8 11

" ' 

their storage (1,e. their 'unJerlyins 
repreoentations'). 

1 
im 

My primary sources of evidence for this c 8 

involve investisatlons that have beon ,lone in 
examining the acquisition of second l ~n~uage, ~her~ 

· t b t· n t"10 prOCd:338'3 of there appears to be confl1c e ~e~ · 
syllabification in the lan8uagea lnvol1ed. 

An early paper on thls subject is Briere et Ii;• 
(1983). The authors note that, dtho11,zh Mltl1~r /-;,/ 
nor /'j/ ca11 begin words in Engltflh, onl y o,ie, •'J I 
appears to offer any problems f')r native ~pe11kers of 
English learning a second Vlnguage, They therefore 
euggeat that the correct restriction on <lii!trlb11t.lon 
of these phonemes is stated in terms of syllable 
distribution--/!/ may occur in ayllable-initilil 
position (although, by accldent, not in word-ini t i~l 
position), while;,; only occurs in syllable-fin11l 
position, and hence may never occur word-init ially, 
To study this issue they had native spenkera of 
English produce words one syllable at a time 
£ollowing the beat or a metronome, (The words were 
controlled for such things ae spelling and stress 
placement), They then studied what their subjects 
did with various coneonante at the induced paueee 
occasioned by the enforced divisions the metronome 
produced. As one might expect, they found t"1at "'hil8 
speakers produced such rorms as 'lei,sure', they 
always divided 'eing,ing', 

For our purposes, however, a much more 
lntereatlng result occured with words ltlte 'city'. 
Al though this word ie normally pronounced with a 
voiced alveolar flap in American English, it was 
always pronounced as a voiceless, aepirat~d stop in 
their experiment. Various resoarchers (3tampe 1973, 
Kahn 1976) have argued that the choice of flap versue 
stop ie controlled by syllabification. Syllable 
initial stops are aoplrated, while syllable final (or 
ambisyllabic) /t/'e are flapped, Syllabication 
itself le driven by strese, with a stressed syllable 
attracting single consonants leftward away from an 
adjacent unstressed syllable, Since the highly 
unnat11ral isochronic etreee pattern induced by 
speaking with a metronome made all /t/'e initial, it 
ie not surprising that they came out aspirated, But 
this is to be expected only if the sounds are stored 
ae /t/'e, with syllabification, and coneequently 
segmental proceeeee dependent on syllabification, 
occurring at the time or speech production, 

In a much more recent publication, Eckman (1981) 
argued that thero are 'natural processes' that 
speakers use when attempting to acquire a second 
language, even though these processes do not occur in 
any known natural language or historical change-­
ordinarily two major sources for the naturalness of 
phonological processes. He studied how native 
speakers of Spanish and Mandarin dealt with sound 
sequences that do not occur in their native languages 
but do in English-final voiced stops, Spanish 
speakers appear to begin using the well-known process 
of final devoicing, a traditional candidate for a 
natural process, and one that does not, as far as we 
know, occur in Spanish. Mandarin speakers, however, 
frequently deal with final obstruents through the 
insertion of a final schwa. Since the theory that 
Eckman follows (a version of generative phonology) 
requires that any systematic difference between 
target language and output be attributed to the 
preoence of a rule, he ie forced to posit a rule of 



'schwa paragoge', which he also argues must be a 
natural process, since it occurs neither in the 
source nor the target language, and consequently 
cannot have been learned. 

There is, however, an alternative explanation 
for the frequently attested action of learners (and 
borrowers) of adding syllables to foreign words to 
avoid unacceptab,le consonant configurations, The 
Japanese borrowing of 'baseball' as /beisuboru/ is a 
parallel example. 

Let us suppose that principles of 
syllabification, as 'well as other phonological 
processes mediate between mental storage and 
pronunciation, and between hearing and mental 
storage. Foreign words, especially at the beginning 
of the study of a foreign language, will be storable 
only in native language terms, If the sounds 
perceived are, when produced in the Ll, subject to Ll 
processes, then they will be so pronounced--thus 
native speakers of French unaspirate initial English 
voiceless stops and native speakers of English do the 
reverse. If the perceived sounds occur in positions 
in which they do not in the native language, 
unsuppressed natural processes which have never come 
into play in the first language may well do so in 
attempts at the L2. This explains the final 
devoicing of native speakers of Spanish. However, 
Spanish does have some final obstruents. Mandarin 
has no final obstruents at all. This forces native 
speakers to attempt something that I propose to term 
second language restructuring, They increase the 
phonetic substance of the target so that segments 
(such as final obstruents) that their native language 
patterns forbid them from producing will be retained. 
This creative restructuring of the input is not the 
same as the application of a natural phonological 
process, but is rather the invention of input which 
will be sufficiently immune to the natural processes 
the speaker already possesses that the otherwise 
deleted consonant will remain intact. Since the 
syllable-structure processes of Mandarin do not 
permit final obstruents, the creation of an 
additional syllable, particularly when it is made up 
only of the threatened consonant and a schwa, is a 
natural strategy for keeping phonic information that 
Mandarin and other universal processes would 
threaten. 

A similar claim is made by Broselow (1984), who 
argues that the syllabification processes in English 
and Egyptial Arabic differ with respect to whether 
word boundaries play any role, with the result that 
En~lish speakers misperceive word boundaries in 
Arabic and vice versa. 

In conclusion, I will argue that the process of 
syllabification--that is, of setting strings of 
consonants and vowels to syllables--occurs as an 
active, ongoing, mental event in the speech 
production process. It is partly controlled by 
universal factors (more sonorant sounds are more 
likely to be syllable nuclei than less sonorant 
sounds), but also subject to language particular 
constraints. English allows syllabic nasals under 
certain limited, unstressed, circumstances, while 
French does not. French allows syllable-final 
consonant clusters (for example in 'quatre') that 
English does not, These processes apply to whatever 
'underlying' (that is, mentally stored) strings the 
speaker has, whether native or foreign, and act as 
input filters constraining the possible set of 
underlying strings in the first place. However, 
despite their filtering effects, they allow for some 
slippage, particularly in differences between careful 
and 'sloppy' speech, 

Finally, for speakers of one language learning a 
second, when input is encountered that would lead to 

33 

impossible syllabifications (from the point of view 
of the native language) the input can be adjusted, 
either through the deletion of segments, or through 
the addition of supplementary segments which will 
allow the retention of the offending segments 
(usually consonants) by permitting the consonants to 
act as syllable onsets rather than codes. The 
addition of such 'epenthetic' consonants is itself 
not a natural process (i.e., serving neither 
morphophonemic nor allophonic speech adjustment 
roles) but is rather a creative use of language 
perception, adapting the input to the constraints the 
native speaker brings to the language. 
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PREPLOSIVE F~ IN THE PERCEPTION OF /d/-/t/ 
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ABSTRACT 

The importance of level vs. falling F~ 
contours on prestop vowels for the voiced/ 
voiceless categorization is discussed in the 
light of perception test data for English 
"widen/whiten" and coinpared with corres­
ponding data from German. Over the same set 
of complementary vowel/stop closure dura­
tions, level F~ leads to a greater number 
of /t/ responses than falling F~. 

INTRODUCTION 

Kohler ( 1982, 1985) presented data from 
German which support the following points: 
1. A measurable F~ contour is related to two 

factors: a global utterance intonation 
and local perturbations due to articula­
tory constraints. 

2 . In utterance-final disyllabic words of 
the type "leiden/leiten" ['laedn/'laetn] 
a falling terminal F~ contour changes its 
global character and consequently its 
meaning when the F~ peak is located 
either before/at the initial consonant/ 
vowel boundsry or right inside the 
stressed vowel. 

3. In the case of a central peak on the 
stressed vowel, the F~ fall is delayed 
by a following voiceless vs. voiced stop 
cons on ant. 

4. In the case of an early peak. on the 
stressed vowel, the local F~ differences 
before voiced/voiceless stops disappear. 

5, In perception. level vs. level+falling F~ 
patterns on the stressed vowel favor /t/ 
and /d/ responses respectively, compared 
with a continuously falling F~ through­
out the stressed vowel, 

This paper discusses comparable per­
ception data from English, 

PROCEDURE 

The sentences "I am telling you I said 
widen/whiten." [ 1 waedn/ 1 waetn] vith focus 
stress on the final word were the point of 
departure for constructing a listening ex­
periment according to the principles out­
lined in Kohler (1985). Fig,1 represents the 
speech wave and fundamental frequency of the 
original sentence "I am telling you I said 
viden,", which was used for deriving the 
test stimuli. The duration of [ ae] was re­
duced from its value of 265 ms in the orig­
inal "widen" to the value in the original 
"whiten" by six 10-ms steps {=7 Stimuli). 
To these vowels closure silences were 
appended which were increased from 70 ms in 
six 15-ms steps complementary t o the vovel 
shortening. Three F~ patterns were generated 
vith each vowel duration. (a) Level+falling 
(119-123-85 Hz); the level section re­
presents the naturally produced fluctuation 
over the first 100 ms of the original [ae ]; 
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the proportion of level to ~lope sections 
stayed the eame in all the 7 etimuli, 
(b) Level (119-123-122 Hz). (c) Linearl.y 
falling throughout the vowel ( 119-85 Hz). 

The Bame rangee of vowel and closure 
silence durations and very similar F~ pat­
terne (as regards abeolute values and tim­
ing) were used in the English stimuli as in 
the Ge rman one e • 

A group of 12 native Southern British 
speakers were given the task of classifying 
the stimulus utterances as "11iden" or 
"whiten" sentences by ticking the appropri­
ate boxes on prepared answer sheets. 

RESULTS 

Fig. 2 shows the identification func­
tions, as well as the binomial confidence 
ranges at the 5% level. The response curves 
for falling and level+falling patterns are 
very close together, except for the dura­
tion ratio of .64. and they are significant­
ly different from level F~ at the low and 
middle duration ratios: level F~ leads to a 
higher number of /t/ responses. 

DISCUSSION 

Basically, the same results as for 
German have been replicated for English. 
There are tvo differences, however: 
(a) There are generally more /d/ responses 

in the English test: the functions are 
shifted towards shorter ratios. 

(b) The curves are closer together, and 
they are no longer separate for falling 
and level+falling. 

These differences could, of course, be 
attributed to the different languages, and 
it might even be objected that such a com­
parison across languages and test groups is 
not legitimate. But it is possible to ex­
plain the divergencies of the German and 
English data by reference to Raphael, Dorman 
and Liberman (1975). who showed that the 
status of the prevocalic consonant influen­
ces the voiced/voiceless perception of post­
vocalic stops. Their results indicate that 
the longer the initial voiced formant tran­
sitions, the greater the lengthening of per­
ceived vowel duration. In the case of Eng­
lish "widen" vs. German "leiden" the same 
argument applies since the sequence 
[w]+[ae] constitutes a vocalic continuum 
with extremely long transitions and fuzzy 
segment boundaries, whereas (l]+[ae] has a 
much clearer division. Consequently, [wJ 
increases the perceived vowel duration more 
than [1], The general strengthening of [d] 
responses in the English test is in line 
with these considerations, 

Furthermore, a section of about 40 ms 
before the segmentation point set between 
[w] and [ae] in the original stimulus has 
a level F~ of 119 Hz. It was not affected 
in the stimulus construction and therefore 
stayed the same in all three F¢ sets. Thus 
the linearly falling pattern is preceded by 
a short level F¢, which, together with the 
fuzzy segment boundary, prevents it from 
becoming a different global pattern: linear­
ly falling and level+falling F¢ across the 
segmented [ae] lead to identical response 



:functions. 
In conclusion, we can say that the pro­

sody of the entire stressed syllable, i.e. 
its total temporal structure as well as its 
pitch contour, determines segmental voiced/ 
voiceless recpgnition. 
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lntrodu~t,on 

Although listeners commonly hear speech as ' 
rhythmical <Donovan & Darwin, 1979; Lehiste, 1972) it 
is not the case that the perception of rhythmicitr 
arises from acoustic onset isochrony, For example, If 
sequences of monosyllables whose initial consonants 
differ in manner of articulation, are presented to 
I isteners so that the acoustic onset-to-onset intervals 
are isochronous, the rhythm of the sequence will sound 
irregular. These sequences will sound regular to . 
I isteners only if systematic deviations from acoustic 
isochrony are introduced (Horton, Harcus, & Frankish, 
1976• Fowler, 1979 1 1983). Talkl!rs b,have in a similar 
mann;r in that when required to produce rhythmic 
sequences of monosyllables which contain different 
initial consonants the same kinds of deviations from 
isochrony are found <All,n, 1972a 1b; Rapp, 19711 
Fowler, 19791 Fowler & Tassinary, 1981>. The term 
•stress beat• or "perceptual center• has been used In 
the literature to reference that point (or 
psychological eYent) in a stimulus upon which 
I isteners/talkers base their rhythmic judgments. 

In the past 15 years, a number of experimental 
studies haYe been directed at identifying the 
parameters which determine the location of this stress 
beat in both perception and production. Experimental 
results haYe supported the assertion that the 
stress-beat location is not universally linked to any 
particular articulatory or acou·stic event, but rather 
can be shifted by the acoustic/articulatory 
characteristics of the entire syllable. For example, 
we have been engaged in research over the past two 
years examining the influence of seYeral different 
phonetic parameters on the location of the stress beat 
in stressed CV or eve monosyllables in both production 
and perception tasks. We have found that final 
consonant variations can shift the location of the 
stress beat for both talkers and 1 isteners--an effect 
opposite in direction, but smaller in degree than, the 
shifts obtained by Fowler (1979; Fowler & Tassinary, 
1981) when manipulating the initial consonant (Fo~ & 
Lehiste, 1985a). Similar results have been obtained 
when the medial vowel was modified (for both 1 isteners 
and talkers>; namely, that the stress-beat location 
shifts to a point later in the token as vowel duration 
increases. 

The present study is a continuation of this line 
of inquiry and examines the effect of unstressed 
prefixes and suffixes upon the stress-beat location of 
stressed syllables tn American English, Although the 
results to be presented today stem from a production 
task only (which we considered to be, necessarily, the 
first step in our research program>, we anticipate that 
the listening tests wl 11 again sllow a similar effect. 
These data, then, should provide information about the 
relative timing of syllables in both production and 
perception and thus will provide r,levant information 
about speech timing for speech recognition purposes. 
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Talkers1 There were three hiohlY practiced . 
American English talkers--two female, one male--na,ve 
to the purposes of the experiment. 

Stimuli I The basic stimuli consisted of sets of 
seven-token sequences stmilar to those used by Fowler 
(1979; and Fox & Lehiste, 19B5a,b). Each sequence Wis 
compo,ed of 7 identical tokens, such as1 

peer peer peer peer peer pHr peer 
™ .!2.1!.!£ appear ™ ™ appear ™ 

The tokens were either stressed monosyllables (the 
basic form) or 2-, 3- 1 or 4-syllable tokens. The 
'i'iti;r~e formed from the monosyllable by adding an 
unstress•d prefix (e.g.,~-, SJ:m-/SJ!!t-, .!!!_-, 21-> or an 
unstressed suffix (e,g,, -!.C., -.i.n,g, -ill!.>, or both, to 
the basic form. Where possible, a prefix which, when 
appended to the basic form, produced a real word was 
chosen. The syllabic structure of the basic form 
Included cv, eve, ccvc, and cvcc. The initial and 
final consonants of the basic form included oral and 
nasal stops, fricatives, and liquids, In all cases the 
stressed syllable of the multisyllabic tokens 
corresponded to the basic form. Altogether 601 
different tokens were constructed. The sequences were 
put into random order and presented to subjects on a 
CRT screen under the control of a PDP 11/23 c011puter, 
one at a time, in blocks of 52 (including distractor 
sequences>. 

Procedure: Talkers were instructed to read the 
7-token sequence which appeared on the screen and to 
produce theffl in a rhythmic fashion "in time• with the 
timing pulse. Jf a talker was dissatisfied with 
his/her production on any trial, the talker was 
instructed to repeat the sequence. After successful 
completion of a trial, the talker hit the return key on 
the t,rminal which replaced the old sequence with the 
next sequence, lntersequence intervals were thus 
self-timed but averaged 2 sec in duration. The timing 
pulse was a 1D00-Hz pulse, 100 msec in duration, The 
stimulus onset asychrony (SOA> between the timing 
pulses was 1000 msec. Talkers heard the timing pulses 
continuously throughout the experiment. Talkers were 
giYen a short break after every third block of stimuli. 

Neasurements1 For each different basic form an 
acoustically defined point in the stressed syllable ~as 
selected which would, presumably, not change in its 
baste nature when prefixes and/or suffixes were added, 
These points included stop consonant release in those 
stressed"syllables beginning with a stop (e.g, 1 do, 
~. pose, tone, broad), onset of med i al vowel in 
those syllabes beginning with a fricative <e.g., cede, 
ll!.1,/-ll!!.>, etc, The onset of this measur ement point, 
relative to the onset of the timing pu l~e, was 
determined for each token. Of interest in this study 
Is to determine whether or not the position (in time> 
of these measurement points shifted as a function of 
adding unstressed prefixes or suffixes, Although the 
stress beat does not seem to correspond to any 
particular acoustic event (cf, Fowler 19791 Harcus, 
1981) 1 we assume that if the position of these 
measurement points shifts in affixed tokens, relative 
to the unaffixed, basic form, it will indicate a 
conc011itant shift in the stressed syllable's stress 
beat location. 

Results and Djscussion 

Since the location of the acoustically defined 
measurement points differs across different stressed 
syllable types (e.g., those having syllable-initial 
stops vs, fricatives vs, 1 iquids), it makes little 
sense to compare them directly across all affix 
conditions. However, if we take the location of the 
measurement point relative to the timing pulse in the 
basic form as a base! ine location, we can calculate the 
shift of the measurement point, relatiue to the basic 



form, for all affixed versions of each basic form, To 
do this, the onset of the measurement point <relative 
to the timing pulse) of the basic, monosyllabic form of 
each token was subtracted from the onset of the 
measurement point in each of that form's variations. 
For example, the onset of the stop release (relative to 
the onset of the timing pulse> of the Cpl in peer was 
subtracted from the stop release onsets <relative to 
the timing pulse> of the !pl in peer, peerer, peering, 
appear, appearer, a~d appearing. The resulting number 
indicates the shift of the measurement point relative 
to the basic, monosyllabic form. Shown in Table I are 
the mean shifts obtained for those tokens which were 
prefixed with_!-, de-, and~-. Positive numbers 
indicate a shift of the measurement point to a position 
later than that of the basic form, negative numbers a 
shift to an earlier position. 

Table I • Mean shifts in 'measurement points• in 
affixed conditions. Data are normalized relative to 
onset of measurement point of unprefixed, unaf-f i xed 
basic form (with defined shift of 0.0). All data are 
in msec. 

SuHix 
None -pr -ing -able 

a- no prefix o.o -3.7 -2.9 -S.9 
(N=l37) prefixed 26.6 22. I 11.5 

d11- no prefi)( 0,0 -12,7 -4.3 -7.9 
(N=35) preii,ced 34.7 31 .6 34.0 

con - no pr11fix o.o - 1<1 .4 -18.5 -5.2 
(N=22) prefiKed 86.3 56.7 59.5 

HEAN no prefix o.o -6.:5 -4.8 -6.2 
erefix 36.0 28,6 22.5 

Although only of border! ine sign1f1cance in each case 
<11.<.0S, I-tailed 1- test and Wilcoxon>, there is a small 
mean shiit (to an earlier point> of the measurement 
points in the suffixed forms relative to the unsuffixed 
forms. This indicates that the location of the stress 
beat may occur later in the token when additional 
phonetic elements are appended and the overall duration 
of the token is increased, This result is consistent 
with the data obtained by Fox & Lehiste (1985a,b) who 
demonstrated that such shifts can be obtained by 
manipulating the medial vowel and final consonants of 
stressed monosyllables. 

There is a much larger mean shift of the 
measurement point (relative to the basic form) in the 
opposite direction (i.e., later) when tokens have an 
unstressed prefix; all these shifts are significant at 
the .001 level (2-talled 1- tests), This indicates that 
the addition of a prefix shifts the location of the 
stress beat to a point earlier in the token. It is 
interesting to note that the_!-, de- and~- prefiKes 
produce a progressively greater shift of the location 
of the stress beat, respectively, This is most likely 
explained by the fact that although all three prefixes 
can be considered "unstressed," they are really not all 
unstressed to the same degree, The_!- prefix usually 
has the least amount of stress and the~- prefix the 
most. 
. In order that these data can be examined globally 
in t~rms of the relatiue contribution of prefix, 
sufirx, and prefix+suffix combinations, analysis of 
variance was done on a subset of these data--namely the 
1- data. The dependent variable used in this analysis 
was the time of the release of the initial stop 
consonant of the stressed syllable, relative to the 
~nset of the timing pulse. These raw data wore used 
instead of the normalized data because (1) one cell of 
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the normal I zed data would have a variance of zero and 
(2) th11 stop release measure represents the same 
articulatory and acoustic event in all tokens. Shown 
in Table 2 are the relevant data averaged over basic 
forms and subjects. 

Table 2, Mean onset of initial stop relPase of 
stressed syllable relative to onset of timing pulse In 
~- prefixed tokens, All measurements are in msec. 

SuH ix 
None -er -i ng HEAN 

no prefix -31.9 -39.6 -36.0 -35.8 
prefixed 2.0 -1.0 -1<1,6 -4,2 

MEAN -15.0 -20.0 -25.3 -20.0 

A two-way, repeated measures, analysis of variance 
(using basic form as the random variable) with the 
factors PnEFIX and SUFFIX was done. The results showed 
a significant mlin effect due to PREFIX <f<l,28)=34.2, 
J!.(,001>, a marginally significant m~•n effect due to 
SUFFIX <f<2,28)=2,28, 11.•,05) 1 but no significant PREFIX 
by SUFFIX Interaction. 

These results suggest that the location of the 
stress beat in stressed syllables in English can be 
affected by the addition of either an unstressed suffix 
or an unstressed prefix or both. The effects of such 
affixes on the stress beat are additive and independent 
of each other. In addition, the prefix seems to shift 
the stress beat differentially, as a function of its 
degree of stress. We are currently analyzing these 
data in terms of how well the durations of the prefix, 
affix, stressed syllable, etc. can predict the shifts 
in the measurement points <a.nd, indirectly, the 
stress-beat location) and are conducting the 
appropriate, corresponding 1 istening tests. 
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Abstract- In the present paper some evidence' is 
given for the existence of a gradual phonetic change 
in Italian stop consonants from the point of view of 
their defining distinctive features. 

The four features of Model (Voicing), Mode 2 
(Continuity), Place and Timing are assumed to be 
perceptually effective and are examined from the 
point of view of their significant correlation. 

The experiment used synthetic stimuli for CV 
groups of phonemes obtained from an acoustic model 
which allows one to vary continuously the acoustic 
characteristics associated with the distinctive 
features that are being examined, 

I ,Foreword 

This paper is based on the assumption that the 
acoustic or articulatory categories detected on the 
physical continuum are not homogeneous with the 
corresponding perceptual ones; in order to define 
such categories, it is essential to describe the 
relative variation of the significant parameters 
(see also [8)) on their own perceptual scales. 

We have prepared a table (see table 1) of the 
relative values of the four most significant 
perceptual features for Italian consonants: in this 
system Timing is considered as a feature in itself 
which varies in combination with the others, but 
along a typical continuum. 

It is thus obtained the "intrinsic" time of 
each perceptual entity (or "res percepts"). 

The table shows all the possible ratios between 
the relative values fixed for the experiment but it 
could be expanded (within given houdaries) to give a 
more suitable frame for the colllPlex reality of a 
natural language, 

2,Theoretical approach 

Multivalue features scales cofflll\Only used (see 
[3), improvement on [71, etc.) are based on 
extrapolation from experimental observation on 
articulatory processes. 

Such processes are effectively gradual: their 
graduality is implicit to the performance time of 
muscular commands, 

The basic assumption of such approaches is that 
the sum of values (no longer conceived in binary 
terms) of a fixed number of features that are 
selected on the bases of their economicalness or 
"naturalness" defines each phoneme. 

Scales are defined by giving fixed values to 
the beginning and end of possible continua which are 
segmented into differant range groupings according 
to the language in question: e. g. possible cuts 
along a place of articulation continuum are: 

0 l 2 
a) say English, Italian, Finnish. 

/pl /t/ /k/ 
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0 2 3 

fl> /p I /t/ /c/ /kl 
say Albanian. 

0 l 2 3 4 
r> say Classical Arabic. 

/p/ /t/ /k/ /q/ 111 

We evince from ( a ) - ( r) that the possible 
continuum that defines the Front - Back, Frontedness 
or Place features is composed of the following 
positions that define phoneme ranges: 

0 
p 

l 
t 

2 3 
C k 

4 
q 

5 
? 

However, rather than claim that such levels or 
possible ranges of s continuum (cut into a graded 
plane or Gradatum) - and we can allow that levels 
may be only two (usual for Voicing) at the 
phonological level, as in English or Italian, or 
even only one as in Finnish, though n - valued at 
the phonetic level - are bound to the production 
leval of our model (articulation}, we would claim 
that when in fact we say that the Frontedness or 
Place features has three levels in Italian we are 
really referring to the perceptual interpretation of 
a position of the articulatory-acoustic space, to a 
process in which speech production categories are 
mapped on to corresponding perceptual categories. 

The scheme we propose to represent the three 
phases of the whole process involved is as in 
Diagram l. 

We can admit that the gradualness of features 
is effectively codified at the 2nd LEVEL, where 
perception takes places on the basis of a set of 
perceptual features that refer to the constant 
relations between physical values individuated along 
a perceptual scale formed of acoustic parameters 
given in the LEVEL ONE INPUT (i,e, capacity to 
select given parameters of the human ear). This has 
a filter function with respect to the acoustic 
signal and allows for the trasmission of only 
certain components of the complex signal, 

It is at this level that binary choices (see 
[2]) operate and are observed effectively to 
operate. though uniquely on the acoustic form of a 
given feature. 

The scope of the present paper is - by means of 
straightforward perceptual experiment of 
identification - to give a demostration of the 
non-categoricalness (or gradualness) of perception, 
that, as we shall see, operates on tha basis of 
precise rules connected in the neural topology and 
functioning, 

This renders discrete the continuum of 
acoustically selected parameters and combines 
segments obtained as a parameter of time (this 
parameter at the 2nd LEVEL corresponds to the 
intrinsic timing factor in (1). 

The full set of these perceptual relation 
(particularly complex - we shall skip over details 
here, but the question is being studied) furnishes a 
definition of three phonemes belonging to the class 
of STOPS based on the reciprocal values of three 
essential perceptual features that we have so far 
identified, 

Phonemes are organized on the basis of the 
values evinced from the perceptual scales for each 
features that describes a phoneme as a res percepts; 
this organization is schematized in table 1, 

Numbers are not numbers in a set a natural 
numbers, but exist uniquely in a relational plane. 



3,Method 

We have varied a first parameter (F2) along a 
continuum COIIIPOSed of constant intervals of 100 Hz 
each obtaining 13 variable stimuli ranging across 
three levels identified respectively as the 
articulatory categories: LABIAL, ALVEO-DENTAL and 
VELAR, 

The v.o.T. of the components of this sequence 
was also varied in IO ms stepe for negative v.o.T. 
and in 5 ms steps for positive v.o.T., affecting the 
first part of the transitions. 

On such a sequence a siniple labelling test was 
performed with a set of 18 unexperienced native 
italian listeners; a straightforward identification 
test was chosen as in our experience on sequences 
involving the variation of a eingle feature ranging 
within the classes of Stops, Fricatives and 
Affricates, any kind of discrimination teats, both 
ABX and 4IAX, gave poor results. 

This is due to the procedure of the test in 
itself that affects perception in presenting too 
long sequences with respect to the temporal capacity 
of STM [41, in fact the initial part of the signal 
are lost and can't be processed in relation to the 
last parts, 

Several other experimental procedure& ( [8}, 
[10)) seem to give some evidence for a non 
categorial perception at the acouatic (our 1st) 
level, while categorical perception at the phonetic 
(our 2nd) level, 

We are actually interested in verifying if the 
relative degrees attributed to the perceptual 
features in table l play an effective role in the 
perception process. 

Prom our standpoint it is thus enough to check 
the labelling thresholds through an identification 
task. 

4,Results .!!!!J! Discussion 

The mean results of the identification tests 
are shown in Diagram 2. We assume that the correct 
proportion a1110ng the amounts of the cues for each 
perceptual feature involved ft.lSt be maintained 
constant to obtain a definite categorization, 
otherwise the identification scoree will not be 
significant, resulting in misunderstandings or even 
no labelling at all of the stimuli, 

Timing is assumed to be fixed 
consonantal parts of the syllables. 
each phoneme and is calculated from 
times of the parameters (see below). 

for all the 
It pertains to 

the relative 

Table 2s shows the values of the actual cues of 
the three features along the acoustic continuum; 
Table 2b shows the combinations of the actual values 
of the perceptual features as obtained from Table 1 
with the corresponding labels attached to every 
stimulus according to their labelling rate in the 
test. 

As shown in Table 2b the phoneme /g/ is 
characterized by the triple O lo. While Mode 2 is 
unaltered, the cues of Mode l and Mode 3 are 
changed: Voicing moves, through regular intervals, 
from value I to value O and Place from Oto 3. 

The two extremes are characterized in Diagram 2 
by the categorization as /gs/ for sti11111li n. l to 
n. 5 and as /pa/ for n, 11 to n. 13, In the 
intermediate range (stimuli n,6 to n,10), the bias 
to perceive a /ka/ at the 5th and 6th steps can be 
explained considering that the variation of the cue 
of Voicing to the value O is not yet strong enough 
to interact with that of Place and to polarize 
identification in the Alveolar area. In the range 
of stimuli with a set of values similar to the 
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initial one, only the variation of Voicing is 
relevant in perception (/ka/: 0 O 0). 

Stimuli n,7 to n,10 are either perceived as 
/da/ or nonidentified at all as a speech sound, 
Perception of /da/ (triple 2 l 0) is explained as an 
interpretation of an ambigous Place value l (only 
values Oto 2 ere distinctive for Stops) as a level 
2, coupled with a previous level l of Voicing 

The possible evaluation of a level l of Place 
corresponds to the occurrence of nonexistent 
triples, either l O O or l l O, that determines the 
exit from the speech n,:,de, given that this situation 
is not predicted in the subsystem of Italian we 
already described. The interval where there is a 
restructuring of unexpected values with a fictitious 
combination or quite none is considered a black hole 
in perception, 

5.Conclusions 

The results are consistent vith the assumption 
that each single amount of any acoustic cue is not 
relevant in itself to select a feature, as the 
auditory system filters the signal transmltted by 
the receptors using a special code, activated when 
the listener is in the speech mode ( see [9) ). 
This code is a structure formed by the relation 
betveen the temporal amounts of every significant 
parameter in input and the whole temporal frame of 
the actual segment as it is realized. Thia means 
that a special rule binds the relative times of 
every single parameter among them, and vith the 
global time that they share to form a" res percepts 
"; the correct proportions can be predicted from 
the relations of s complete model of perception and 
production ( P,Bonaventura, "Preliminary studies for 
an MCC model of perception", to be published). 

This could be a tentative explanation also for 
the insertion, erasure and reajustement of phonemes 
along the speech chain, 
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MODEi 2 
(Volclnul 

22 22 20 00 00 00 0 1 1 !1 1 

MODE2 
(Contlnultvl 

0 00 3 1 1 3 3 3 1 1 00 03 3 1 1 

MODE3 
(Pl■ca) 

3 2 1 22 1 3 2 1 2 1 32 03 22 1 
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1 11 

000 

320 

t•t•t• 

F2 V.O.T. 
8ut•l 

Place Vclclng Cootlnully ~■ bell Numb■r 
Duration 

I 2200 •90 5 0 1 0 a• 
2 2100 • 80 5 0 I 0 a• 
3 2000 •70 5 0 1 0 a• 
4 1900 •60 5 0 I 0 a• 
s 1800 • so 5 0 1 0 o• 
6 1700 • 40 5 0 0 0 k■ 
7 1600 • 30 s 0 0 0 k■ 
8 1S00 • 20 5 2/1 1/0 0 d■/n.L 
g 1400 • 10 5 2/1 1/0 0 d■/n.L 

10 1300 0 5 2/1 1/0 0 d■ /n.L 
11 1200 - 5 5 3 0 0 p ■ 
12 1100 • 10 s 3 0 0 p■ 
13 1000 - 15 5 3 0 0 p■ 
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A HODEL OF THE PERCEPT"IVE ffiONEr'ICS, ATTENDED 
B'Y TrtE HUMAN H»IORY 

s.J .Mrchev 

Ul."Jordan Mish.ev" 21A,8600 Jambol,E'algaria 

The i:t'.l.uence o:r the perceptive phoneti­
cs !'or systems with AI is actualized,in mo­
del describing: 1 )HUMAN MEMORY ( sensor and 
imagine-bringing instantaneous memory; short­
term meIIory - d1rect,ope:rative, bu.!!er;long­
term memory, super loDg-tezm and meta memory) 
2)PERCEPTIVE PHONErICS (The zone perceptive 
basis o:f the natural language has bt!en reser 
ved in the long-tem human ma:nor,y like atan­
da.rte and principles of these standarts,with 
the segmental and &Upersegmental common and 
comu)licated language units and their featu­
res • 

Recent developri1ents in perceptual pho­
netics - part of the study of hwnan percep­
tion of speech are associated with advances 
in the fields of :psycho-linguistics,km.ole­
dge engineering and applied AI, pattern re­
cognition, etc. 

We asSUlne a zonal orGanization o f tem­
plates in long-tenn meno:ry (LT?-i) with the 
:following structure : 
- th ere are some prilaary ( atorni c?) ph onetic 
unite expressed by sorae domain 0£ the space 
of values of certain parameters ( each of 
them corresponding to a single measurable 
physical characteristics)the rest o:r the un­
its being compound and corres:ponding to com­
posite systems o:f domains o:f the para,.;ueters; 
- to compound tenplates th ere correspond pa­
rameters of two types (type A and tape lJ). 
The units of type A are compound units !'or 
which the set o.f characteristics is the sa­
me !'or any t,,.,o opposite units and these are 
distinrruished only by the inteeral value o:f 
the compound parameters, e.g. the compound 
characteristics ot accented and unaccented 
syllable: they both have the same set of pa­
rameters, such as duration of the vocal 1,1art, 
duration of the consonant pa.rt,intensity of 
the syllabic peak, frequency- o:f the basic to­
ne, etc.;t:hey have non-intersecting regions 
of values o'!: tho compond parameters (so th­
at syllables with or without accent could 
be told appart) .The units o!' type B are dis 
tinguished !:rom opposite units by the exi­
stence o:! a parameter i.hich. is abseIIt in 
the representation of the counterpart (any 
phoneme is an example of this type o f unit); 
- thus in contrast to units 0£ type A the 
identification o:! units o:f type B may be 
based on a specific set of characteristics 
and not on an inte.gral compound characte­
ristics (" as happens in case o.f uni ts o:f ty­
pe A).Based on experimental data,a hypo.the­
sis is put forward in 2 that the compound 
Parameters of units of type B can thensel.­
ves be composed by units of tYTJe A.In par­
ticular, distinct differential chara.ct eris­
tics o:f the phonemes,o ccuring in different 
unite, can be established by summing up the 
values of its components ; 
- the tenplates in LTM o:f the phonetic uni­
ts wiich correspond to sound images in Ern 
can be re,eresented as zones o:r identical o e­
rception (ZIP).These ZIPs correspond to regi 
ans in the space o:£ parameter vaJ.ues in whi­
ch any two realizations are id enti!'ied.Sl 
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any change of the values o! the parameters 
within the limits o:r the region leads to pe­
rceptually indistinguishable realization.a. 
SU.ch a view on the t'II.nctioning o! the temp­
lates is t'ounded on ignoring in the percep­
tual basis or the language o! the variati­
ons wich are small.On the other hand iden­
tica1 reaction to phisical features that are 
"near" emugh is phisiologically natural .rn 
this respect it resembles the law o:f "all 
or no-thing" ; 
- an immediate neighbou:chood o:r a ZIP is the 
zone o:r similarity to the template (Zm!) .The 
ZlPs o:r disctinct phonetic units do not in­
tersect,moreover they have non-interecti?Jg 
clo&Ures in the topology,generated by the 
no.tion on nearness,while the zgr may wel.l 
have non-empty COllBilon parts and th.is is one 
of the explanations for ambiguous percepti­
on; 
- .for units that do not have a corresponding 
sound images tile existence o:r a zone o:r i­
dentical reactions can also be conjectured 
as wel.l as o ! zones o ! similarity ; 
- the categorical character of speech soun­
ds" percep tion is rejected,i.e. we do mt 
need the notion o! different speech sounds 
being comprehended in two completely- diffe­
rent: ways: 11categorial rr and "non-cate.gorial "• 
- the boundaries o:f the zones (in particu­
lar o-£ Z.31') are quite unatable.This ooul.d 
explain the process of chage o-t: the phone­
ti ca.l backe:round of a language. 'Th. e unstabi­
li ty o:r the boundaries have been establi­
shed by experiments and it seems to be a re­
sult o-t: dif'ferent extralinguistic factors.A 
very substantial shi:t:t in the boundaries can 
be observ-ed 1•d1en a specific psycholo&ical a­
ttitude is adopted during the experiraent -
a ract that leads sometines to assimilative 
or contrastive perceptual illusions,and £or 
this natter should be taken into account 
,-.hen detenninin.:; te;i.Jlates• bo,.rndaries by 
!'.)honetic experiments. 

Under uni ts of primary perception we 
understand tenplates t:or such segments and 
sup.ra-segnents of the speech flow that are 
operative in establishing the Haounding of 
an utterance.In experiments with unco11Dnon 
cor.ibinations or consonants the Rtimili have 
been comprehended with big dis:l:ortion.Thia 
fact showa that the units of primary percep­
tio n are not the phonemes,1,.e. in thepercep­
tion of u:rmsual combinations a~ consonants 
comparison is carried out not with the tem­
plates of some phonenes, but with templates 
of their combinations.I:! in the set o:t: tem­
plates in the perceptual basis ot the human 
mind there is m suitable tamplate (exactly 
!'i tti ng) the sound image is mapped to all 
the nearest such templates (in the topology) 
and to all combinations of them until a su­
itable combination is :round and a satis!ao-­
tory similarity ia established.Of oourse,a­
noth er possible explanation is that phone­
mic tanplates are indeed the templates o.:r 
~rirnary units and un the perception of a so­
!indi~ ,,iord a simultaneous correction is ta­
king place.But data from 2 and 5 supports 
the view that this is not the case and that 
the units o:f primary- perception a.re not the 
phonemes, but sertain their compounds,in par­
ticular - the syllables.One more reason :for 
this is the fact that in experiments with 
perception o:f syllables the reaction time 



:for single phonemes is mudl greater than the 
r eaction time for syl1ables themselves.Thus 
o ne is bound to insist. that the real ibrma­
t ive units are the syllables. 

Sif/ 
EIM 
-.tJ, 

ISTM7_ 
V r-OSTM 

BSTM.J j 
MlTM-1Ltfijd SlTM 

Fi .,. .1. Inter naJ. structure o f hwnan ruemory(Hl1) 
(Inst antaneous .!!emory: STI~ - sensory instan­
taneous me 1ory; 'TIM - eidet ic.,1 instantane<?­
us :nei'lo ry. Stort-t erm 'Tle'?lory:OS'ffl - o perati­
ve ohort-terra raei,1ory;ISTI•r - immediate short­
ter.n me;, ory;BSTM - bui'fer short-term meoory., 
Long-t e:cra meraory:LT!t - long-tem memory; 
sr.TH - sup er lo ng- tero :nerno17-;MLTH - meta 
long-t erm me'1ory.::::>,~ -·information 
flo w, .- .- - co ntrol and feed bacl:). 

YES ··•--, 
I 

r-♦-, 
t I 
---r"' 

'----.L.-----J 
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Kl' YES ~--· ··-- ...... 
I 
I 

r-1, 
I I .__rJ 

'-----L--t---L--- - _..J 

F.ll?, 2 • .'I. .flow-chart of a pa.rt o:f the verbal 
phonetic percerition based on the system of 
human memory (1.Phonctic units as speech ch­
ains in SIM and EII1 ;2.Te!i!pl ates in LTl-1;3.Is 
the phonetic unit a se:;ment or a supraseg­
ment? 4 . Se5ment; 5. 3Upras e-:;ment;6. DJ the t e:11-
plates correspond to sound ima_ces or not?7. 
Correspondin'.;, to sound imag es templates; 0 • 

Otherwise; 9 . Compari::ion in OSTN o:r se~ments 
fro m EI:M wit:1 tenplates .!'r9m EIM with tewpl­
ates f :rorn LTM; 10.Are the compared images si­
mple or compou!ld?11. Dim~1l e;1 2.Compound;13.Co 
□parison o .f the simpJ e se.:;ment i~e ( coming 
from .EIN} with prir.iary templates; 14.Is the 
compared compound i mage o:t type A or t;ype B? 
1 S.'l"ype A; 16.!rype A com!)ariaon (using inte­
gral values); 17.Type 13; 18 . Cbm:1arison of type 
B( coincide:1de of a1l compo nent ~araneters 
a nd n earnesz o f their values);19 .Is the ima­
c e-unit !mrn EJ:J.1 an i ntonation model ?20.Ia 
it a z:hyth;:i.i. c st:ructure'?21. Comparison with 
approporiat e templates from LT!!;22.The same; 
23. Ib we have a 1 er.feet i'.i. t ( i.e. we are i n­
side t l1e ZIP)?24-.In tt, e ZIP;25.In ZST;26.I n,­
teracti l'll! OST!l and LTH reco~nize t:1e unit o:f 
t 1' e se·tanti c zonal s?ace of L T!'!; 27 .A si:nila­
ri ty .i. s established;28. -tre 11a ram eter compen­
satinc?29. Compensating parameters; 30, Jibt the 
case;31.Th e conpound unit is a "syllable/ty­
p e A";32.The suprasecment unit has atenpla­
te of sound iraee? 33. S:rnnd i rna£::e;34.P.ot a 
s ound ili age; 35.Comparison wit.'1 temp] ates 
\-m.ic.11 a re not templates of sound imases;36. 
Si mpl e or co1:tponnd? 37. Simpl e; 38. Compound; 
39 .Typ e ;\ o r type :5? 40.Ty:pe A; 41.Type B; 42. 
O:mnarison i n O<;rH of the sinple image, com­
ina· from EU!,with templ a t es :froM LTM;43.Com­
pariaon of comr ound imag es of type A;44.Com­
p arison o:r compound .i.1naees o :r type B;4S.Is 
this unit-imaee a feature o·:f :phonemea? 46.Is 
it a b emol ity'? 47 .Is i t a d.i.t i'usio n? 48. Es­
tablis.llina t he corresponding property;49 .Es­
tablishiDG a bemolity; 9).Establishing a di!­
!us ion; 5r.Is the :f'it exact? 52. Yea,it is in 
ZIP; 53.No,it is in zsr; 54.Evaluation o:r the 
nearness; 55.Interacting osnt a nd LT'H recoe­
nize the coposition (identity reaction);56. 
Formina the reco .:::;nized u.nit-percer t; 57. Re­
ady !or a n ew round. ). 



SYLLABLE-BASED PHONOLOGICAL RULES AND THEIR 
IMPLICATIONS FOR SPEECH RECOGNITION 

Daniel Kahn 

Bell Communications Research ("Bcllcorc") 
435 South Street , 
Morristown, NJ 07960 USA 

Abslracl 
Rules can be written which describe with fair accuracy the pcm:ivc:d 

syllabic structure of English. Once syllabic structure is established, many 
important phonological rules find natural ellpression in terms or this 
structure. In particulnr, phonemes tend to be modified under the inHucncc 
or conditions that exist within the syllable in which they reside or when 
they piny n particular role within their syllabic. These observations provide 
support rar the syllable-based approach to speech recognition, but the 
explicit rules that arise from syllabic phonology arc applicable to 
phoneme-based recognition as well. 

I. Introduction 

Phoneticians as well as workers in the field of automatic speech 
recognition (ASR) arc well aware of the lack of anything close to a one• 
to-one correspondence between the phonemes of a language and acoustic 
events. While the complexity of the mnppins from phoneme lo sound docs 
not preclude the creation of an effective ASR device whose b:isic unit of 
recognition is the phoneme, it is clear th,11 the success of such an 
undertaking is dependent upon discovering the large set of relevant 
conlcxt•scnsitivc rules, making them explicit, and encoding them in the 
recognizer. Even proponents or such an approach recognize the enormity 
or the task (er. Zuc, 1985). 

Whole-word template-matching (cf. ltakurn, 1975; Rabiner & 
Levinson, 198 I) is an approach lo ASR which appears to obviate the need 
for the long and difficult program of discovery or the details or the 
phoneme-to-sound mapping. In this technique, no explicit decision is made 
regarding where in lime each phoneme lies and what its identity might be. 
Rather, rar each word in a vocabulary, a reference template is created 
consisting of a sci of spectral rcprcscnlntions computed at regular intervals 
in time, un the urder of every IO msec. The sequence of spectral 
representations of a word to be recognized is then compared to each of the 
templates (after time-normaliiation) and the unknown word is taken to 
h11ve the same identity 11s the template to which it has the least toull 
spectral "distance," appropriately computed. 

Whole-word malching works very well for recognizing small 
vocabularies of words spoken in isolntion. As vocabufary size increases, 11 

disadvantage of this approach become apparent: a new template must be 
created, stored, and included in the distance calculation rar each additional 
word in the vocabulary. In addition, much of the ndvantagc of whole-word 
matching is lost in continuous speech, since word boundaries arc not easily 
determinable and, in any case, cross-word-boundary phonology cnn greatly 
alter the isolated form of words. 

It has occurred to several ASR researchers thnl mllll of the advantages 
of the phoneme-based 11pproach (finite vocabul11ry size, straightforward 
extension lo continuous speech in many cases) and of the whole-word 
template-matching method (no need for Cllplicit representation of many 
complex contcxtu11J clTccts) can be combined in an approach to ASR in 
which the basic unit is the syllable or demisyllablc. Inherent in the 
udvocacy of syllabic-based recognition is the assumption that most 
contextual variation on the part of phonemes is due to the innuence of 
other phonemes within the same syllable, and that the effects of the 
environment outside the syllable in which n given phoneme lies can for th,:: 
most part be considered second-order (er. Fujimura, I 975; Mermelstein, 
1975; Kahn cl al, 1984). 

In the Inst ten years several groups have taken important first steps 
toward the implementation of high-performance (demi)syllablc•based 
recognition systems (e.g., De Mori ct al, 1976; Ruskc & Schotola, 1978; 
Zwicker cl al, 1979: Hunt ct 111. 1980; Ruske, 1982; Rosenberg ct al, 
1983), and it is to be hoped that this work will continue. 

I loo have performed some (very prclimin;iry) work in syllable-based 
(Kahn, 1982, 1983) and dcmisyllable•based (Rosenberg ct al. 1983; Kahn 
e_t al, 1984) recognition, but the present paper is concerned with the 
hnguistic motivation for the use or (dcmi)syllnbic units in ASR. I believe, 
however, that not only docs the phonological analysis discussed below argue 
for the wisdom of the (dcmilsyllab)c approach, but also that the explicit 
rule formulations that arc 11n output of the syllable-based analysis can 
profitably be used in phoneme-based recognition. 

2. The syllable in English phonology 

In many languages it is obvious to native speakers how words of their 
language arc 10 be syllabified, but English has both clear (rtply • rt-ply, 
not. rep-ly or repl-y) and unclear (pony .. po-ny or pon-y?) cases. 
This apparent indeterminateness has led the authors or many formal 
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accounts of En1lish phonology to deny the syllable a role in linguistic 
descriptions. This is unfortunate, because the concept of 'syllabic" is 
intuitively meaningful even lo speakers or languages like English, and also 
because many phonological rules call out for descriptions in terms of the 
syllable, ir only the concept could be form111ized. 

In Kahn (1980) I suggested an analysis o( English syllable structure 
that I feel accounts well for both the clear and unclear cases of word 
syllabification, as well as for the syllabification of phrases in the case of 
continuous speech (where n syllable may extend across a word boundary). 
Mllll important, once syllabic structure is established in accordance with 
lhis analysis, many important phonological rules (sound modifications) can 
be expressed in a natural and compact way in terms of the syllable. In the 
limited space available here I will try to outline the analysis of English 
syllabification and discuss some examples of syllable-based rules. In all 
cases, J will have to omit details which may be significant but which do 
not, I believe, alTcct the correctness of the basic analysis. 

2.1 Aulysls or wonts ind pbrasa lalo syllables 

There is lillle controversy as to how many syllables a normally-spoken 
word ,;ontains. At the core of each syllable is exactly one vowel or other 
"syllabic" phoneme (like Iv) or buuon). Each syllabic will also contnin 
zero or more non•syll11bic phonemes (which I will imprecisely refer lo as 
•consonants") before and after the vowel. Clearly any word-initial (-final) 
consonants must reside in the first (last) syl111blc of the word. Thus the 
question of interest is whether, in words of more than one syllabic, to 
associate consonants that stand between two vowels with the preceding or 
following syllable. 

In this regard, it is surely significant that any polysyllabic word of 
English cnn be broken down into syllables each one of which could stand 
alone ns an English word without breaking the constraints on permissible: 
word-initial and •fin11l clusters. Thus English has words like hamster. 
corresponding to the permissibility of word-final /m/ and -initial /st/, but 
none like hamkttr since there is no an11lysis of /mkl/ into permissible 
clusters. A natural conclusion from this observation is that English simply 
has a set of permissible syl/ablt-inilial and -final clusters, from which the 
fncls about word-initial and •final clusters fall out as an immediate 
consequence. 

The question remains how lo correctly predict syllabifications in cases 
where more than one analysis is consistent with the cluster constraints 
(why rt- ply, not rep - ly?). The answer appears 10 reside in the 
"maximal initial cluster" (MIC) principle: a syllable boundary is pl11ccd in 
a sequence of between-vowel consonants as far left as possible, consistent 
with the initial/final cluster constraints. 

The MIC principle alone will, in general, predict correct syllabifications 
for what were referred lo above as the "clear" case.,. Even in the unclear 
cases, MIC appears lo be correct. provided we look at overly precise, very­
slow-spccch pronunciations. In such speech we observe po- ny, not 
pon- y; ci-ly, not r:/1- y; Pa- trick, not Pat - rick. 

Before returning to norm11l•ratc syllabificalions, it will be helpful to 
introduce a graphical representation of syllabification. Fig. I indicates that 
the word rtply consists of two syllables, rt and ply. Note that if we 
impose the natural constraint that the lines connecting syllables and 
phonemes may not cross, a whole class of syllabifications, like that in Fig. 2 
in which lhe /r/ of rtply is a member or the stcond syllable, become, quite 
appropriately, impossible 10 represent. 

Now suppose that there arc no further constraints on linking syllables 
and phonemes (aside rrom the onc•syllablc•onc•vowel principle mentioned 
earlier). Then in addition to the syllabification of pony shown in Fig. 3, 
which, us noted above, is appropriate for the slow-speech pronunciation of 
this word, we might try lo interpret the syllabification of Fig. 4. In Fig. 4, 
the /n/ or pony is shown ns belonging simultaneously lo both syllables, i c., 
11s being "ambisyl111bic.• I would suggest that this is the normal-rate 
syllabification of the: word. The: n11tive speaker's inability lo assign the In/ 
of pony unambiguously to one or the other syllable in the normal-rate 
pronunciation of the word would then be allributed to the /n/ being 
ambisyllabic at normal rates (and in fact some phoneticians, in informal 
descriptions of English syllabification. have suggested that such consonants 
!11ight. be shared by two syllabics). We can formalize the structural change 
in gomg from slow to normal speech as the addition or the line of 
association between /n/ and the first syllable. 

The consequences of such an analysis go well beyond formalizing the 
intuiti?n that certain consonants in English do, and others do not, reside 
rully m one syl)able; there arc phonological implications 11s well. For 
example. the simple: rule: "vowels become nasalized in English when 
followed by a nasal consonant in the same syllabic" accounts for the lo/ of 
lone and normal-rate pony alongside the /o/ of pokt 11nd slow-speech 
pony. French nasalized vowels arc the result of a similar rule (an vs. 
annle). Sect. 2.2 is concerned with examples of this type of rule. 

We have not yet discussed under what conditions we observe 
mmbisylh1bicily; for ex., as opposed lo pony, the •yllabilication of rt!ply has 
the simple form given in Fig. 1 for both slow and normal speech. As 
discussed in more detail in Kahn (1980), it appean that the initial 
consonant of an unstrt.ut!d syllable becomes ambisyllnbic with a preceding 



vowel-final syllable. Thus it is the stress on the second syllable of ,~ply 
that blocks ambisyllnbification of the /p/. 

To this point we have been discussing the syllabification of words in 
isolation. Turning to continuous speech, let us note first that it is always at 
least possible to pause between words, so n reasonable approach to 
continuous speech would be to postulate an initial level at which 
syllabification is in accordance with the "word-is-an-island" rules of the 
preceding paragraphs, with additional lines of syllabic association across 
word boundaries added by •continuous-speech rules." The most important 
of these: rules appears to add a line of association (e.g .. the dotted line in 
Fig. Sb) between the final consonant of a word and the initial syllable of a 
following vowel •initial word. This rule of •trans-word-boundary 
ambisyllabification• (TWA) can be understood when it is recalled that the 
clearly preferred syllabic structure among the world's languages is ... CV­
CV .•. , not ... VC-VC ... Within words, this fact is reHcctcd in the MIC 
principle. MIC is powerless, however, in the case of a word that happens 
10 start with a vowel. In continuous speech, the unnatural situation of a 
vowel-initial syllabic is remedied, where possible, by TWA. Thus rocket 
and rock it, syllabically distinct in slow speech (solid lines of association in 
Fig. 5), become homophonous at normal rates <addition of dashed lines). 

2.2 Rules stnsithe to syllable slruclurt 

Many important phonological rules of English fond other languages) 
nrc best described in terms or syllabic structure. The outline of English 
syllabic structure given above is sufficient to illustrate several of these 
rules. 

It is well known that the voiceless stops, and in particular /t/, take very 
different form as a function of environment. For example, /t/ is an 
aspirated stop in lack, an unnspirated stop in stack, a •oap• in ci/J' (Am. 
and Can. pronunciation) and is glottalized in sil. I would suggest that the 
rules responsible for these forms state that /t/, undc:rlyingly an unnspiratcd 
s1op, is aspirated when only syllable-initial, Happed when nmbisyllabic. and 
glottalizcd when following n vowel and not syllabic-initial. It is 
s1raightforward 10 confirm that these rules opcr:uc properly in simple cases 
hke the words just cited, but the rules make other testable predictions. 
Thus in the phrase lei Ann do it we expect • and observe • glottalized /t/ 
1n frt ir there happen.~ to be a pause after the word but Happed /t/ in 
continuous speech, where TWA has applied. Similarly, in overprecise 
speech, where the (within-word) ambisyllabilication rule fails to apply. the 
It/ or eity, normally ambisyllabic and Hnpped, hos syllable-initial 
association only, and is aspirated. Of course, rules such as the ones that 
account for the various allophones of /ti could be stated without reference 
tu syllabic structure. but they would be grossly complicated, and would in 
fact be restating the independently-needed rules or English syllabification 
within the specific allophonic rules (cf. Kahn, 1981). 

In standard British English and in parts of the Eastern U.S .• /r/ is 
deleted in ccrtuin environments where spelling and the more •conservntivc" 
dialects would have it pronounced. The rule accounting for these facts. as 
it entered the language, is clearly syllable•conditioncd and takes very much 
the form or the /t/•glollalization rule. Thus /r/ is lost when not syllable· 
initial, as in form, for mt. for(pa11se)Am1. but is retained in fore.rt. where 
/r/ is s)llnble· initial by MIC (and, irrelevantly, also syllable-final at 
nurmal rate by ambisyllabification). and for(no-pause)Ann, where /r/ is 
syllabic-initial by TWA. French "liaison• is a more complex, though 
clearly related, phenomenon. If we regard a word like vous as consisting 
or the phonemes /vuz/ at an abstract level, and delete /z/ when not 
syllablc:•initial, then the TWA-like rule of French will account for vous 
a1·e= [vuzave) vs. vous /'ave: [vulave). 

There is another very large closs of rules which arc clearly syllable• 
conditioned but differ in having been "frozen• at the lexical level. In most 
dialects of English, the vowel of car, through the inHuence of the following 
bac:lc phoneme /r/ {which until quite recently was pronounced in all 
dialects), has a distinctly more back quality than the vowel /ael of cal, 
cap, etc. (As suggested by the spelling, the vowels of car, car, etc. were 
at one time identical.) The /ac/ of words like carrJ•. however, was 
unaffected by the rule that modified car . We can account for these facts 
by imposing the natural condition that Ir/ be fully in the syllable of the 
vowel it follows for it to have the backing effect In accordance with this 
rule, words like card also have the backed vowel. The rule is •frozen" in 
the sense that words whose base form became subject to the rule now show 
the backed vowel even in non-base forms which should not be subject to 
the rule. Thus starry has the vowel of star. not of carry . Similar rules 
h~ve affected other vowels: her, herd (vowel modified by /r/) vs, hem, 
herring (not). 

A similar rule, but in the domain of consonants, accounts for the loss of 
/g/ in long llo~I vs. its retention in longer ll)gl. Basically, frJs/ is 
simplified to ltJI except when /g/ is syllable-initial. In the case or words 
of the form VngC ... V, this rule correctly prcdiclli l']I without lg] (e.g., 
angstrom and Yngve) excepl when C is such that /gC/ forms a 
permissible initial cluster: angry (cf . .8!.ow), linguist ['ling•gwist•) (cf. 
G><•endo/ynl. Previous, non-syllabic nnalyses of ng did not properly 
account for these facts and could be made to only through explicit 
reference 10 the differential behavior of g, etc. vs. gr etc.; but clearly the 
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correct course is to state the latter distinction once and for all in the 
(imlcpcndcntly•rcquired) permissible-cluster rules. . . 

Additional examples of syllable•conditioned rules could easily be cited. 
flt this point, however, Jet us note !hat a common feature of t_hc rules that 
have been discussed is that they involve major changes, as viewed by the 
phonetician. That is, these rules delete segments or replace one well­
defined phonetic clement with another. Another class of rules, ~ot 
generally considered to be in the re,lm or traditionnl phonology, deals w!th 
phenomena at a lower level. Thus, for ex , the phonetician Cnnd the native 
speaker) hears the /i/'s of bee and Dee to be identical, even though the 
initial parts of the two vowels arc spectrally quite distinct, due lo the: 
formant-transition phenomenon. Although the scpara~ion between _a 
phoneme causing an ucoustic modification and , the mod11icd phoneme 1s 
sometimes surprisingly large:, it is probably fair to say that the strongest 
clfects arc round within the syllable and thus might be regarded as simply 
very•low-level syllable-based phonetic rules (cf. Mulmbcrg, I 955: 
Fujimura, 1975. 1976). 

3. Conclusion 

This paper has been concerned with syllable-base~ phonetic~ Jnd 
phonology and their relevance to ASR. Whether one ts attemplmg to 
predict what phonemes arc allowable: in a particular ~nvironment. or the 
precise acoustic shupc of a given phoneme, local syllabic stru~ture_ 1s most 
orten found to be significant. In ASR systems based on syllabic unHs, such 
dependencies come "built-in." Even to the worker committed to phoneme­
based ASR, however, syllublc-bascd phonology is relevant because it offers 
compact and explicit formulations or many phoneme realization rules. 
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The decoding o/ speech into phonemes for large 11ocab­
ular11 speech recognition is made more reliable by restrict­
ing phoneme sequences to lhose which compose valid sylla­
bles. To appl11 this reatriction when decoding a --.,equence of 
phonemes, we uae a aytlable network representing the valid 
a11llables in Webater '11 7th Collegiate dictionary. 

Since ma;'or allophonic variants of a phoneme are de­
termined b11 the phoneme's position within the 1111llablc ( c.r,., 
pre vocalic vs. postvocalic /r /), the s11llable network can be 
uaed to represent allophonit variation by emplouing di11tinct 
allophone models of a phoneme in different positions within 
the network. A preliminary experiment using the s11llable 
network in large vocabular11 recognition to select appropriate 
Markov models for allophones shows promising resulta. 

LO Introduction 

In this paper, we describe the use of a syllable network 
when decoding speech as a sequence of phonemes in large vo­
cabulary speech recognition. Phonemic decoding of speech 
without any restriction on "VB.lid phoneme sequences leads to 
a large number of hypotheses which do not obey the phono­
tactic constraints of the language. We have used a syllabic 
network to restrict the possible phoneme sequences to corre­
spond to sequences of valid syllabics. The syllabic network 
also serves to control the choice of positional allophones. Al­
lophonic variation is represented by using different Markov 
sources (Bahl ct al., 1983} for a given phoneme depending 
upon its position within the syllabic network. 

2,0 Syllable Network 

A syllabic network for English which generates all and 
only the 8157 English syllables is necessarily complex. Such 
a network can be obtained by first constructing a tree of 
all possible syllables and then merging the tree from both 
ends. Simpler networks overgeneratc the English syllabary. 
We have constructed a syllable network of intermediate com• 
plcxity to achieve a compromise between network complex• 
ity and ovcrgencration. 

The syllabic onset, nucleus, and coda arc the subunits 
of the syllabic within which the tightest phonotactic con• 
straints obtain (Selkirk, 1982). Thus, our syllable network 
includes separate subnetworks for each of these three sub· 
units. The syllabic network generates phoneme sequences 
of the form 

(01 (02(0:i)))N(C1 (C2(C3(C4)))) 

where Oi stands for a consonant in the syllabic onset, N for 
the vowel in the syllabic nucleus, and C; for a consonant in 
the syllabic coda. The parentheses imply that the segment 

• Alao with INRS-Telecommunications, University of Quebec. 
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is optional. Only the nucleus is compulsory in the syllable. 
The subnetwork for the onset allows a maximum of three 
consonants, while that for the coda allows a maximum of 
four. 

The syllable network was created based on the 60,000 
phonemic transcriptions contained in Webster's 7th Colle­
giate dictionary (henceforth, the dictionary). Starting with 
a rudimentary network, branches were added iteratively to 
account for syllables in the dictionary not generated by the 
network. The resulting network has 76 nodes and over 300 
branches. 

The phonotactic constraints can be tightened further by 
using a separate syllable network for each syllable position 
within the word. The maximum number of syllables for any 
word in the dictionary is 10 (except for one word which was 
excluded). The number of valid syllables decreases with in­
creasing syllabic position number within the word (Table 1). 
Note that the set of syllables which occur in the first position 
includes all syllables which can occur in any position. 

Syllable position in word Number of distinct syllables 

1st 8157 

2nd 6181 

3rd 3031 

4th 1718 

5th 724 

6th 306 

7th 110 

8th 36 

9th 12 

10th 2 

Table 1. Number of distinct syllables 
possible at each position within the 
English word. 

3.0 Use of the Syllable Network to Select 
Allophones 

i 

Allophonic variants of a phoneme arc often determined 
by the phoneme's position within the syllabic (e.g., prevo­
calic, postvocalic, intracluster). For example, the phonemes 
/1 r w / differ significantly in their prcvocalic and postvocalic 
realizations. First and second formant trajectories move up• 
ward in most contexts when these pl1oncmes appear in pre• 
vocalic position, while the formant trajectories move down­
ward when these phonemes appear in postvocalic position. 
By using separate Markov sources for allophones which dif~ 
fer in position, we can account for such variation. 

In some cases, allophones are conditioned by a more de­
tailed positional specification. For example, the allophones 
of the nasal consonants which occur in the syllable-initial 
clusters /sm/ and /sn/ arc realized as partially devoiced 
with a very short na.o;al murmur. Also, devoiced allophones 
of the phonemes /w j r 1/ occur when preceded by a voice­
less fricative as in Bwitch, few, three, and Blide. Allophones 
which are difficult to account for with the syllabic network 



arc those which depend on larger contexts than the syllable. 
For example, [ r], the flapped allophone of /t/, occurs ambi­
syllabically after a stressed and before an unstressed vowel 
as in butter, pronounced [bAr.t]. ' 

t.O Preliminary Recognition Results 

In a series of speaker-dependent, isolated word recogni­
tion experiments using the syllable network, the unknown 
word is decoded as a sequence of syllables, where each syl­
labic corresponds to a path through the syllable network. 
Each of the syllable network's transitions is mapped to a 
Markov source allophone model. In the experiments we 
report, we vary this mapping. First, all occurrences of a 
phoneme are represented by a single Markov source. Then, 
separate Markov sources arc U5cd to represent a given pho­
neme occurring in the syllabic onset and in the syllabic coda. 
We use statistical decoding to compute between 200 and 600 
most likely syllabic sequences corresponding to words in the 
60,000-word dictionary. Since our system docs not employ a 
language model, all 00,000 words arc assigned equal a priori 
probability. Thus, the perplexity of this ta.sit is 60,000. 

The training set consists of 800 word tokens from arbi­
trary texts, 60 distinct words chosen to contain consonant 
clusters, and 100 distinct eve words, where C stands for a 
stop or a liquid, i.e., one of the consonants /p t k b d g r 1/. 

Two test sets were used (sec Appendices). The first, 
denoted Chr1111fr.r, is a 99-word automobile advertisement. 
The second is a 100-word list of eve words where C is a 
stop or a liquid, having no words in common with the CVC 
training list. 59% of the words in the Chrysler test set and 
0% of the words in the CVC test set are represented in the 
vocabulary of the training set. Training and test sets arc 
disjunct. 

Two experimental conditions arc compared: 

(1) One Markov source (one allophone) for each of the 
30 phonemes in the syllable network. 

(2) Stops and liquids arc represented by two llllophoncs 
each. One Markov source is used in the syllabic on­
set, the other in the syllabic coda. Other phonemes 
arc represented by one allophone each. 

The recognition results in Table 2 show the percent cor­
rect recognition in the top n phonetic transcriptions, where 
n is either 1, 5, 20, or 100. Use of distinct allophones for 
the stops and liquids a.s they occur in the syllabic onset and 
coda improves the performance only for the eve test set. 

test set condition n = l n = S n ,,. 20 n =- 100 

Chrysler 
(1) 60% 81% 91% 94% 
(2) 62% 81% 80% 04% 

eve (1) 15% 36% 54% 67% 
(2) 21% 56% 77% 88% 

Tab]e 2. Percent correct recognition in top n 
choices. 
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5.0 Conclusions 

The syllable network provides a convenient framework 
for the selection of different allophonic models depending 
upon a phoneme's position within the syllable. Separate 
allophones of stops and liquids for the syllabic onset and 
coda lead to a significant improvement in recognition of eve words. The fact that no significant improvement is 
observed in recognition of arbitrary text suggests that a 
more general representation of allophonic variation in the 
multisyllabic environment 11.nd more complete training ap­
propriate to that environment arc necessary. 
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Appendix: Chrysler Test Set 

begin paragraph here is the confidence of front h11phen wheel 
drive comma the 11ecurit11 of advanced electronics and the 
quiel comma smooth ride vou ezpect in a fine luxurv car 
period begin paragraph and here arc tlit /uzuriea vou de­
mand period automatic transmis1ion comma power window11 
comma power ster:ring comma power brakes romma power re­
mote mirrors and individual reclining aeats atandard period 
begin paragraph and fina/111 comma here is the new technol­
Of/11 of turbo-power period more power to moue 11ou ptriod to 
accelerate period to pcuis period lo cruise in serene comfort 
e/lipsi11 vet with remarkable fuel cfficienc11 period. 

Appendix: CVC Test Set 

but could back write put god book rut dtad pull bed role top 
bad deal date doubt cart look rork lip tool lack pair tear cup 
pale load pour dare dear kick tip leap cop lobe rob rub cab 
tub gale gag tag pig log bog rogue gab goal guilt ball lower bit 
roll bird beat cool tall rool coat rout luck core cal rare tale 
Paul coal pike beer pot peer tail cape robe lab goad dug gape 
tug dip rot rat cot cod tight tide tuek tack lull roar lure rope 
ripe reap ri11 pile tile curd pearl. 



USING DIPHONES IN LARGE VOCABULARY WORD 
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In this paper we present a large vocabulary, 
speaker dependent, isolated word recognition 
system with diphones as basic units, so that 
the training session is much faster and 
useful for any application. The system, 
tested on a vocabulary of 910 words on one 
speaker, gave a word recognition rate of 
78%, slightly lower than an Itakura 
recognizer with whole word templates 
( WRR=B5%l. 

INTRODUCTION 

In a template-matching recognition 
system for l~rge vocabulary applications, 
speaker dependence still seems to be an 
essential requirement for a satisfactory 
performance. On the other hand the 
classical and most common approach to 
isolated word recognition, the whole-word 
template matching, presents a serious 
drawback. In fact a training session where 
the whole vocabulary has to be uttered, even 
only once, becomes time consuming. 
Moreover, one or more repetition3 of each 
word will be necessary for the extraction of 
reliable templates. The only practical 
solution to the problem is to use some kind 
of sub-word units to represent words. We 
chose the diphones, that, in our definition, 
include transitions between two phonemes, 
small portions of steady-state sounds and 
some longer transjtional elements embracing 
three phonemes Cl,2]. These units prov1ded 
good performance in speaker-dependent 
connected speech recognition experiments 
with small and medium size vocabularies [3J. 
Moreover the diphones proved to be robust 
and economic units, as they are quite 
invariant with the context and a set of 
about 300 of them <corresponding to less 
than 400 teMplates) is sufficient to cover 
the whole Italian lexicon. 

ISOLATED WORD RECOGNITION USING DIPHONES 

The use of diphones is particularly 
appealing in speaker-dependent applications, 
as the training session for a new speaker, 
consisting in the utterance of a set of 
meaningful sentences, is only few minutes 
long. By means of an automatir. technique 
(4], a diphone template inventory suitable 
for any application in the Italian language 
can then be derived from the collected 
speech material. 

In the language model with diphones as 
basic units we assume that time warping may 
be allowed only during stationary diphones; 
templates for these units consist of a 
single spectral state, and appropriate lower 
and upper duration bounds ensure the time 
alignment capability. No warping is allowed 
on transitional diphones, whose templates 
consist of a sequence of spectral states of 
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specified duration. 
The model of a word consists of a lattice of 
diphones, where appropriate duration bounds 
are associated to each diphone. Alternative 
paths are present in order to deal with 
different possible pronunciations or 
phonetic variations [lJ. Building up a word 
prototype as a lattice of diphone templates 
gives an accurate representation of the 
word, that is expected to work as well or 
better than the relevant whole- word 
template, as was shown in experiments on 
small-vocabulary connected word recognition 
[3J. As an example, similar words should be 
better discriminated as their 
representations coincide except for the 
actually phonetically different portions. 
However, in the recognition of isolated 
words with no syntactic constraints, the use 
of a general lattice model becomes 
unsuitable, as the computational load and 
memory requirements of the decoding 
strategies may sensibly grow when the 
vocabulary size increases, making it hard to 
achieve a real - time performance. A 
compromise solution may he obtained if we 
consider that, in a classical isolated word 
matching, faster strategies can be 
implemented; in fact, as the speech model 
within a word consists of a regular lattice 
of spectral states, the same transition 
rules can be applied to any state. 
Our approach then makes use of a diphone 
description of word templates in order to 
minimize the storage requirements, but, 
during the recognition phase, a spectral 
state description is recovered to speed up 
the matching. When building a word 
templat~. its lattice representation is 
translated into as many single path 
prototypes as needed, each one composed of a 
sequence of diphone labels and associated 
duration bounds. Each diphone label is then 
a pointer to the beginning of the spectral 
description of a diphone template in a 
common area containing the inventory. In 
the current implementation each spectral 
state description consists of 12 LPC 
Cepstral parameters computed every 
centisecond on a 25.6 msec portion of a 10 
KHz sampled signal. 
When a word prototype has to be matched in 
the recognition phase, its diphone label 
sequence is used to fetch the appropriate 
sequence of spectral states and to build in 
a work area a synthetic prototype according 
also to the duration bounds of each diphone. 
The input word, isolated by an end-point 
detection algorithm, can then be matched 
against each expanded prototype using an 
isolated word recognition approach and 
producing a cumulative distance score. 
ln a preliminary stage of our work, two 
Dynamic Programming algorithms were tested. 
obtaining essentially the same results. The 
former is derived from classical Itakura 
D.P. equations where weights are attached 
to skip and duplication transitions; the 
duration of stationary diphones is adjusted 
to the value that approximately gives the 
estimated duration bounds for that sound 
when the 2:1 warping of Itakura's equations 
is applied. In this way a sort of synthetic 
whole-word template is built, and the 
matching strategy loses any information 



about the diphones that originated it. The 
latter algorithll (the one used to carry on 
the experiments> is more closely related to 
our diphone language model, as it allows 
time warping to be performed on stationary 
diphones only, giving a broader range of 
compression ratios than the usual 2:1 . In 
this matching strategy the transition 
portions of the reference pattern, as well 
as the mimimum duration portions of 
stationary diphones, are always completely 
traversed (no duplication, no skip), while 
skipping to the next diphone is only 
permitted on stationary diphones when their 
minimum allowed durations have already been 
reached. 
The implementation of this technique has 
shown to be very efficient and less time 
consuming than the conventional ones; 
dynamic programming choices are not made at 
every frame of the reference pattern, but 
only on limited portions of it, 
corresponding to the variable length part of 
stationary diphones. 

EXPERIMENTAL RESULTS 

The complete approach WdS tested on the 
recoanition of isolated words from the 
vocabulary of 910 names beginning with the 
same consonant "B". In a whole-word 
template training session made by a 
cooperative speaker it would take about 4 or 
5 hours <with no breaks> to collect a single 
repetition of the entire vocabulary. Stress 
effects were not considered. 
In our experiment~tion, a female speaker 
uttered ~ set of 36 meaninuful sentences in 
a connected way, which constituted the 
training speech material for the extraction 
of the speaker - dependent diphone inventory. 
This session lasted ten minutes only. 
An automatic bootstrapping procedure was 
then applied to extract the diphone 
templates: a forced recognition step was 
employed to determine the boundaries of each 
diphone occurrence in all the training 
sentences; the first occurrence of each 
transitional diphone was chosen as a 
template, while for each stationary diphone 
a clustering technique was applied to choose 
among all its occurrences one or more 
"representative" ones as templates. 
Generation of the templates for the words in 
the vocabulary was then automatically 
obtained by translating their orthographic 
forms into corresponding diphone sequences. 
Two repetitions of the 910 words of this 
vocabulary were also collected from the same 
speaker, and an end- point detection 
procedure was applied to each word; we will 
refer to them as SET A and SET B. 
In the first experiment a classical Itakura 
isolated word recognizer was run using in 
turn sets A and B as test or reference 
patterns (tests Il and 12>. Both of these 
experiments, as shown in Fig. l. gave a Hord 
Recognition Rate of 85%; in both cases, 
also, in 97% of the times the correct word 
was classified within the tenth position. 
These numbers were used as reference scores 
for the following experiment, where the 
diphone based isolated word recognizer was 
tested. Using SET A as test patterns, the 
diphone based templates gave a WRR of about 
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78% <see Fig. l, test Dl which is 
significantly lower; anyway, correct 
classification score within the N top 
candidates rapidly converges to that of Il 
and I2 tests, indicating that the adopted 
approach should still be refined in order to 
achieve a better discrimination among 
similar words. 
In fact, a qualitative inspection of the 
classification errors occurred, convinced us 
that, while the diphone language model seems 
to be adequate, in most casP.s misrecognition 
has to be ascribed to local confusion 
generated by diphone templates for some 
particular classes of sounds (such as 
liquids). We believe that a more accurate 
generation of the template inventory will 
yield more satisfactory WRR results. 
This problem will be the focus of future 
work, together with the implementation of a 
sub-system that should restrict the number 
of word prototypes to be matched by means of 
a gross preclassification algorithm based on 
classes of diphones. 
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Fig. l: Hord recognition rates within the N 
IN= 1, ...• 10) top candidates in the 
experiments Il, I2, D (see text>. 
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Abstract: The paper ,deacribea methods for an explicit 
segmentation of the speech signal into demisyllable 
segments by evaluating the output of a loudness model. 
Syllable nuclei are indicated by maxima of a amoothed 
loudness function. Consonant clusters and vowels are 
introduced as decision units in order to reduce the 
inventory of classes. Two methods for classification 
of consonant clusters are compared: template matching 
and a feature extraction approach baaed on acoustic 
cues. Sentence recognition operates on phonetic word 
models adapted to the demisyllable structure. 

l • INTRODUCTION 

An important question in automatic speech recog­
nition is the choice of basic units which have to be 
processed basically by the system. A segmentation 
procedure tries to divide the speech signal into indi­
vidual parts (segments) in auch a way that they can 
be processed as independently as possible. The seg­
mentation can be performed implicitly when classifi­
cation of the segments and determination of the seg­
ment boundaries are carried out in co1D111on. However, 
this usually requires an enormous expenditure of com­
puting power. On the other hand, segmentation can be 
carried out explicitly by placing definite segment 
boundaries in the speech signal; classification now 
only has to treat the fixed segments. In this case, 
however, the system must be prepared for the fact 
that the segmentation step may cause errors, too. The 
subsequent stages of the system have to be able to 
correct these segmentation errors (see Sect. 5). 

The speech recognition system described in this 
paper starts from an explicit segmentation into demi­
sylables, These processing units have the advantage 
that the main coarticulation effects are contained 
within the segments. The number of classes can be 
drastically reduced when consonant clusters and vow­
els are used as decision units for classification. 

Evaluation of the syllable structure in the 
speech signal is facilitated by using a loudness mo­
del of hearing /1/ for preprocessing. 'ftlis model con­
sists of a critical-band-rate filter bank with 24 
band-pass filters; 22 channels are used in the system 
(50 Hz - 8.5 kHz). All channels are processed by a 
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@ 

Fig. 

filler bank loudness aodel 

loudness IP'(tra 

Ep ~ 
lohll loudnea Nltl lladltlld louhu Neill 

l. a) Block diagram 
of preprocessing; b) cal­
culation of N(t) and N (t). 

II, 

loudness model 
which simulates 
the masking ef­
fects in hearing. 
The outputs of 
the model are 
sampled every 
10 ma; the 22 
components con­
stitute a so-cal­
led loudness 
spectrum, see 
fig. la. The to­
tal loudness 
N(t) is calcula­
ted as the sum 
of all 22 compo­
nents; additio­
nally a weighted 
sum of these com-
ponents gives 
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the so-called modified loudness Nm(t) which is very 
useful for syllabic segmentation. Fig.lb displays the 
block diagram for the calculation of these functions. 

2. DEKISYLLABLE SEGMENTATION 

The modified loudness N (t) evaluates the fre­
quency range which is dominatld by the vowels. 'ftlere­
fore thia function is especially suited to indicate 
the syllable nuclei (vowels and diphthongs). When 
thia function is smoothed according to the average 
syllable rhythm in the speech signal, the local maxi-
1118 of this function indicate the positions of the syl­
lable nuclei. For thia purpose a special smoothing 
filter (digital low-pass filter) has been applied hav­
ing a Gauss-like impulse response h(t), see fig. 2; 
in the digital calculation this function correspond& 
to h(n) with n • n,At (lOms). This smoothing filter has 
been realized on the basis of an elementary filter 
with a rectangular impulse response; the output sam­
ple y(i) is calculated from the input signal x(n) as: 

y(i)• l/3 (x(i-1) + x(i) + x(i+l)) • 
When this filter is placed k-times in series, the im­
pulse responses of fig. 2 result. The repeating fac­

tor know determines the 
time constant T of the 
filter, see fig. 2. Thia 
smoothing filter is ap­
plied to N (t). The time 
constant ~as been opti­
mized using test materi­
al consisting of 23 sen­
tences spoken six times; 
the speech material con­
tained 2566 syllables 
altogether /2/. It is im­

-80 -60-40 -20 0 20 40 60 aoms portant to adjust the 
Tilllt canslant T - time constant T to the 

Fig. 2. Impulse response 
h(t) (from /2/), 

speaking rate: for a 
short time constant T ma­
ny surplus syllable nuc­
lei are marked (insert­

ions), for long time constants T many nuclei are 
smoothed out resulting in omissions. Both effects con­
tribute to the total segmentation error rate as depic­
ted in fig. 3. It can be seen from the figure that an 
optimal value for Twas reached for k•7 corresponding 
to a time constant T•55.7 ms (this is equivalent to a 
cut-off frequency of the filter f • 9 Hz). The minmWII 
error rate was 3.66% (from 2566gsyllables /2/). It 
has to be borne in mind that here only the maxinia of 
the optimally smoothed function Nm(c) were evaluated. 
A further reduction in the segmentation error rate 
is achieved by evaluating the spectral information 
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Fig. 3. Segmentation error rate 
for syllable nuclei as a 
function of T (from /2/), 

at the positions of 
the maxima indica­
ted by N (t) /3,4/. 
Aa an exfreme solu­
tion, a complete 
vowel classifier 
can be applied at 
each time instant 
in order to esti­
mate the syllable 
nuclei /2/. In the 
realized recogni­
tion system a com­
bination of both 
methods was imple­
mented which has a 
segmentation error 
rate of about 4-8% 
in practical appli­
cations with conti-
nuous speech. 
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Fig, 4, Demisyllable segmentation of the utterance 

"syllabic segmentation". 

Syllable boundaries are placed at local mi~ima 
in the loudness N(t) between two consecutive syllabie 
nuclei. When more than one minima are present, the lo­
west minimum is chosen /3/. This method yields in 
most cases a suitable boundary. The demisyllable seg­
ment now spans the range from the syllable boundary 
to the syllable nucleus, see fig, 4. 

4, CLASSIFICATION OF CONSONANT CLUS!ERS 

Each demisyllable segment contains a consonant 
cluster and a part of the vowel from the syllable nu­
cleus, The number of different units can be drastical­
ly reduced when consonant clusters and vowels are in­
troduced as decision units for the classification. In 
the German language we only have to discriminate a­
bout: 

- 50 initial consonant clusters, 
- 20 vowels (inclusive diphthongs), 
- 160 final consonant clusters. 

That means that the demisyllable is seen as a segmen­
tation and processing unit but not as a decision unit 
for recognition, In this way the huge inventory of 
different demisyllables can be avoided while preserv­
ing the advantages of demisyllable segmentation. 

4,1 Classification by template matching 

A first approach to recognition of the consonant 
clusters consists in using complete spectral-temporal 
templates of all consonant clusters. For this purpose 
a special time normalization procedure was developed 
called 'dynamic interpolation'. Details of this pro­
cedure have been described in /3,4/. After normaliza­
tion of the demisyllable segment, a city-block metric 
can be applied for the calculation of similarity. 

Experiments have been carried out with a test cor­
pus of 368 initial and J84 final demisyllables which 
were automatically segmented in German words spoken 
by one male speaker /5/. This material contained 45 
initial consonant clusters and 48 important final con­
sonant clusters, The average recognition score using 
the template matching method amounted to 66% for ini­
tial and 75% for final consonants, These results can 
be seen as good as those typically obtained in auto­
matic consonant recognition. Vowel recognition will 
not be discussed here. 

4.2 Classification by feature extraction 

A second approach starts from a description of 
those acoustic events within a demisyllable that are 
relevant for phonetic decoding. For this purpose the 
following features or 'cues' were measured: formants, 
formant transitions, formant-like links for nasals 
and liquids, turbulences (or bursts), pauses, and voi­
ce-bar within pauses or turbulences, These cues are 
characterized by spectral and temporal measurements, 
Since the number and order of consonants is restric­
ted in syllable-initial and final position, initial 
consonant clusters could be completely described by 
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24 feature components and final consonant clusters by 
31 components /5/, 

The feature extraction methods are based on the 
evaluation of energy in several spectral bands and 
are described in /6/, The context dependencies are ta­
ken into account by collating all feature components 
derived from a demisyllable segment into a com111on fea­
ture vector. For comparison, this method was applied 
to the same speech material (see Sect, 4.1), 

From the recognized consonant clusters the recog­
nition scores of the single consonants were computed. 
The recognition scores were 4 and 7% lower as compa­
red with the template matching approach /5/, However, 
it has to be borne in mind that the feature vectors 
consisted only of 24 or 31 components whereas the tem­
plates needed several hundred components for their re­
presentation, Thus the feature approach can indeed be 
seen as a suitable basis for the acoustic-phonetic 
analysis of demisyllables. 

5. RECOGNITION OF SENTENCES 

Oemisyllable segmentation and recognition has 
been incorporated in a system which processes spoken 
sentences as a chain of connected words. This system 
is completely described in /7/ and will be su1W11ari~ed 
here only very briefly. 

Each word of the vocabulary is represented by a 
phonetic word model containing the variations in pro­
nunciation as well as possible segmentation errors. 
The models are constructed in such a way that they 
can be processed very efficiently by use of Dynamic 
Programming (OP) methods. 

Sentence recognition is based on a 1-stage OP al­
gorithm which determines the best match between a se­
ries of word models and the phonetic symbols (conso­
nant clusters and vowels) provided by the classifica­
tion stage. The word models and the DP transition ru­
les take particular account of the syllabic struc­
ture of the utterance. 

First experiments with a 75 word vocabulary re­
sulted in recognition scores of 85% correct words in 
continuous speech without utili~ing any grammatical 
or semantic information. These encouraging results 
de1uonstrate the efficient use of syllabic units in 
all stages of a speech recognition system. 
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INTRODUCTION 

The half-syllabic units proposed here ere units each of 
vhich has sepent boundaries at steady pgrtiona and 
preserves a tr11nsition between two phonetic units. Seg11ent 
boundaries are basically deterained by the ■ini■a (valleys) 
of gross spectral variation ■easure. The spectral variation 
■eaaure is defined as the root-■ean-equare value of the 
slopes of the welghted regression lines calculated fro■ LPC 
cepatru■ para■eters over several fra■es. The ■axi■a (peaks) 
of the ■easure vlll serve as the reference points for 
further processing, 

In speech synthesis by rule, it is prl■arlly i■portant 
to select synthetic units that have reasonably a■all size 
of inventory to represent spoken utterances and, at the 
1111■e ti■e, are easily concatenated, In speech analysis­
synthesis syste■ at very lov-bit-ratea such as phonetic 
vocoding, the units ■ust, further, be autoaatically 
seg■ented and be suitable for interpreting into or ■etching 
vith the reference units. These requireaents on 
seg■entation and ■atching or labelling are expected to be 
satisfied for speech recognition ayste■ in ■any cases and 
for providing useful tools for auto■atic generation of the 
inventory of concatenative units. 

Syllables and Half-Syllables 
One of the selection& for the unit to be used in concat­

enation-based speech processing la the syllable. There have 
been severol discussions and experi■ents on syllable as 
recognition unit (1-4). The syllable has been also used as 
a unit in synthesis by rule of Japanese (5). One of the 
disadvantages to using syllables as units is that the size 
of inventory representing spoken utterance is large. This 
proble■ can be solved by introducing s■aller units such as 
the half-syllabic units proposed here, since ■uch of the 
co-articulation aaong phonetic units is associated ulth 
transition regions and since boundaries at the steady 
portions outside transitions are easily definable, 

There exist ai■ilar units known aa dyads (6), diphones 
(7), or delllisyllables (8) uhich have the co■■on concept of 
incorporating the transition between phone■es, The context­
dependont diphones have been utilized in constructing a 
phonetic vocoding systea (9). The deaisyllables originally 
proposed for use in a high-quality concatenative speech 
synthesis (8) have been successfully applied to 
constructing concatenatlve te■plates in the uord 
recognition !or large vocabularies (10). 

Dynanic Spectral Feature 
The gross spectral variation aeasure derived fro■ a 

series of LPC cepstru■ coefficients has been proposed as a 
dyna■lc ■easure investigating individuality of utterances 
(11), This dynaaic ■eaaure has been used in the study on 
Japanese CV-syllable perception and it has been shovn that 
dyna■lc spectral feature plays a priaary role in phone■e 
perception (12), Usefulness of the dyna■ic ■easure in 
coaparison uith its static counterpart has also been shoun 
in vord recognition eaperi■ent (13), The dyna■ic ■easure 
haa also been applied to the aeaaentation in a very 
lov-rate speech coding where. boundllt'ies of the pattern are 
defined by the aaxiaa of the aeaaure (14), 

The half-syllable-like unit has not yet been applied to 
processln& Japanese utterance as far as ve knov. Our expec­
tation for the ~nits proposed is in the relatively aaall 
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size of inventory in representing Japanese utterances, 
since Japanese has relatively aiapler syllable organization 
than that of l!ndish. Our ulti•te objective is to provide 
nearly universal units suitable for procesalng spoken 
Japanese, As the first stap to that goal, our current 
interest la in conflraln1 vhether the proposed units ■eat 
the basic require■ents, that they vould be 

1) autoaatically and reliably aea■ented, 
2) closely related to certain lln1ulstlc units, and 
3) suitable to acoustic phoaetic observations 

in the course of constructing the analysis-synthesis syste■ 
like seg■ent vocoder. Thia paper reports a preli■inary 
experi■ent on aeg■entation of speech signal into the units 
proposed and ao■e observations of the result vith respect 
to the above require11ents. 

SEGMENTATION ALGORITHM 

Speech aa■ple is bandllaited to 4 kHz and digitized to 
12 bits at sa■plins frequency of 10 kHz. Linear prediction 
(LP) analysis is carried out on a fra■e-by-fra■e basis (100 
fraaes/s). Additjonal Koustic paraaeters currently used 
are a log pover P, a zero-crossina count z, a count for 
sign change of vaverfor■ X, and the first order PARCOR 
coefficients kl. The spectral variation ■easure D(j) for 
j-th fra■e is calculated by 

1 11 2 1/2 
D(j) • (

12 
I{u(i)•a(i,j)} ), (1) 

i•O 

where weight u(i) is currently one for all i and a(i,j) la 
the i-th coefficient of the weighted regression line of LPC 
cepstraa para■eter over several fra■aa. A triangular 
veightin& function is currently applied over seven fra■es, 

With these acoustic para■eters, signal processings on 
input speech arc basically carried out in the following 
steps (descriptions in parentheses are associated vith 
indications in Fig, 1): 

1) appointing candidates for seg■ent boundaries at local 

fH !\A 

Fis. 1, An exaaple of ses■entation and acouatlc pars■eters. 



Table 1. Segaentatfon errors for 455 segiients 

Position Initial Middle Final Total 

Deletion 7 7 0 14 
Insertion 0 11 1. 12 
Total 7 18 1 26 

■axima of spectral variation ■easure (vertical lines), 
2) adjusting the seg■ent boundaries by start and end 

points of speech interval (Sand E), 
3) classifying the boundaries into sub-groups of phonetic 

units and assigning candidates of vowel identity, 
4) assigning the reference points at 11axi11a of the' 

variation measure for time arraignaent in spectral ■atching 
with the reference patterns (dotted vertical line), 

5) adopting weights for pattern matching inversely 
proportional to the nor■alized values of the spectral 
variation measure. 

Among those steps, 3) to 5) are beyond the scope of this 
report. However soae preliminary trials will be shown later. 
As for 2}, a hysteresis characteristic is given to the 
decisions of speech interval (from S to E) providing two 
levels of thresholds for the log power P and the decisions 
for the non-speech interval associated with intervocalic 
unvoiced-stops are stabilized by referring the count of 
sign change X. Tho minimum (valley) just before Sand that 
just after E were assigned as boundaries of the utterance. 

RESULT OF PRELIMINARY EXPERIMENT 

Sixty names of Japanese cities spoken by a .ale adult 
were used ns the test material fol" seg..,ntation process. It 
was estimated that the test material consisted of 455 half­
syllabic units by our visual inspections. 

Segmentation 
Fig. 1 shows an example of segmentation where the 

segment boundaries are denoted by vertical lines and 
reference points for matching are denoted by the dotted 
vertical lines. Result of an auto■atic segmentation of the 
test material ls su■llllrl~ed in Table 1. Correct rate of 
sag■entutlon is more than 94 %. Most of the deletions of 
sagment boundaries at word-middle are associated with 
intervocalic (r) and (g) sounds, Those problems are going 
to be solved by the test material havlng wider spectral 
bandwidth. It is revealed that problems concerning 
deletions at word-initial and insertions at word-final are 
also due to inadequacy of the test ■aterial such as low 
signal- to- noise ratio and over-cuts at the beginning and 
the end of utterances. So, new test material suitable for 
our experiment is under preparation, because the current 
sample has been prepared for other experimental purpose. 

Most of insertions of segment boundaries, extra 
boundari es than expected, are associated with nasal and 
unvoiced stop consonants. It is observed that extra 
seg■ents correspond to nasalized vowels and aspirations 
after stop bursts. The detailed observation for much speech 
aaterial fro■ tho point of viev of acoustic phonetics 
should be ■ade in order to give such solution and 
interpretation syste1atically. 

Some Observation on Segments 
Signal processinge described belov have not been fully 

automatized yet and, further, ■ost of the observations have 
been based on a s■all set of test material. Alphabets at 
the top of Fig. 1 are our tentative labelling for the 
seg■ents (units). Segaent boundaries are first classified 
as either vowels or one of a consonantal group such as 
voiced-stops and unvoiced-fricatives using a set of 
acoustic parameters. Spectral distances between spectral 
frame of the boundary and single fra■e reference patterns 
including isolated five vovels and nasal murmurs vere used 
as additional information in the classification. 

5.2 

Alphabets on the segment boundaries just belov va~eforms 
in rig. 1 denote the first candidates of vowel identity 

1 showing minimum spectral distance. Ninety percent of vo~e 
boundaries are identified as the first candidates and t e 
remaining ten percent as the second for a sub-set .of t~e 
test material having 40 vowels. Linear spectral matchings 
of the CV-type segments with the CV-syllable reference 
patterns were tried after pre-selections using those data 
on consonantal group and the first and second vowel 
candidates described above. In the matching, time 
arraignment between the seg■ent and the l"eferenc~ pattern 
vas adjusted in such a way that the reference points of 
both patterns coincide. It is observed that correct 
CV-syllable appears within the top three candidates for 
most cases in this arrangement, 

CONCLUDING REMARKS 

Although our experiaental evidence is at quite a 
primitive stage, the half-syllabic units proposed see~ to 
have potential to meet three basic requirements described 
above. AmonK many problems left to be solved, ou: current 
interests are in (1) preparation of speech material 
suitable for our objectives, including city-names at 
different speeds of utterance and conversational utterances, 
(2) improvement and ~uning of the segmentation algorithm 
applicable for these speech data, and (:!) the detailed 
observation of the units in acoustic phonetic aspect and 
systematic organization of classification algorithm. 
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ABSTRACT 
In this paper a develop■ent syate■ allowing the 

definition of different recognition unit sets is 
described. It takes Jnto account acoustic. phonetic 
and phonologic knowledges. Such a syste■ can be easi­
ly used to transcribe large lexicon into recognition 
unite, starting fro■ the ortographic for■ of the 
words. In the following a detailed description of the 
formalis■ used is given, along with so■e experi■ental 
results obtained by our unit set. 

1. INTRODUCTION 

A recognition unit set ■ust include a certain 
nu■ber of Jnfor■otions belonging to different 
knowledge sources . Our recognition system, developed 
within a speech understanding project partially 
supported by ESPRIT Project No.26, takes into account 
the following: 
a. Acoustic knowledge, J.e. the knowledge needed to 

hypothesize, recognize or verify an acoustic event 
by observing a set of features extracted fro■ a 
speech segaent . 

b. Phonetic knowledge, that is the ability of deal­
Ing with the acoustic events and theJr relation 
to defined pheno■enon classes (1.e. phonemes). 

c . Phonological knowledge, namely the capability of 
transcribing each higher level segaent (word, 
sentence) by means of the abstract categorization 
defined at the phonetic level. 

rn our systen, the acoustic level ls imple■ented by 
■eans or Hidden Markov Models (HMM); it ■eans that 
each unit is described by an HMM in terms or number 
of states transition and e■isslon probability ■atrl­
ces that are estl■ated with the Forward- Backward 
algor ith111 [ 1 J • 

The other two knowledges are used to represent 
whatever Italian word in terns of basic units by 
means or a rule system that includes ■a1n phonetic 
and pbonologlcnl variations. That lnterroce between 
thP. acoustic knowledge (HMMs of units) and the 
lexical one is realized by a system based on two 
levels of description; the first one is the standard 
phonemic for■ of words along with additional forms 
accounting for inter- speaker variations. The second 
level fa a description of each phone■e (the 
Underlying Phone■Jc Structure or UPS) by means of 
smaller units; they are ■ainly stationary sepents 
and transitions (4). Besides, a set of contextual 
rules handles the final transcription of a word in 
ter■a of stationary and transitional units. 

Thia deveiop■ent systea was designed to define 
an optl■al unit set whose perror■ance was experimen­
tally evaluated within a recognition system. The 
opti■al set proved to be a trade- off between phone■es 
and diphones; when the transition between two sounds 
is considered significant for the recognition of the 
two sounds the■selves (i.e. plosive followed by so­
norant). the corresponding dlphone is included in 
the set, otherways the transition ■odel la realized 
appending the two phone■ic models. 

2. PBONBTIC TRANSCRIPTION 

A ■odule involved in the task of transcribing a 
lexicon into the corresponding defined ele■entary 
units ■ust first translate an utterance fro■ the or-

tographic for■ into the corresponding phonetic one. 
Italian language(2], aa ■any others, has not an orto­
graphy faithful to the phonetics, 1n the sense that 
to each grapheme can correspond ■ore than one phoneme, 
and ao■e phone■es can be indicated by two graphe■ea 
(for iatance the ortographic sequence "gl"can repres­
ent the unique phoneme /4 of the IPA alphabet, or can 
be pronounced ea the plosive "g" followed by the lat­
eral "l" ).Besides that a■biguity inherent in the lan­
guage, other proble111 arise: people co■lng fro■ dif­
terent 1ta1Jan regions pronounce so■e worda in dif­
ferent ways (i.e. the phone■e "s" of the word ••cosa" 
(house) la pronounced aa a voiced phone■e by the 
northern people and as an unvoiced one by southern 
people).Moreover each speaker has their habits in the 
pronounciation of ao■e words (for iatance a schwa 
can be added or not to a word endina by consonant). 
These considerations suggested the idea of imple■ent­
ing a semi -automatic transcription: in the ph1ue of 
lexicon creation, the operator introduces the 
new words one at a tl■e: If an ambiguity ls pointed 
out, all the possible traecriptiona of the utterance 
are created and the aanual intervention is required 
in order to decide if all these sequences are repre­
sentative of the word (different pronounciations) 
or if some of the■ ■ust be excluded being wrong. 

3 . UMDBRLYINO PBONB'l'IC STRUCTURI! 
As said before the lower level of phonetic 

description consists in the so called Underlying 
Phonetic Structure (UPS); the idea is to transcribe 
each phoneme into a sequence of elements (Underlying 
Phonetic Eleaents or UPE) which show roughly uniform 
acoustic characteristics. Incidentally the alphabet 
used to describe UPS ls the sa■e as the phonetic one: 
while at the higher phonetic level each symbol 
represents a whole phone■e, at the lower UPS level a 
symbol represents a phoneme portion. To associate a 
UPS to each phoneme we use a set of rewriting rules 
os shown in Table 1. where the plus"+" symbol has 
the meaning of transition from the preceding or to 
the followlne phonP.■e; so the rule a=+a a a+ ■eans 
that the phone■e a (on the left of the production) 
can be translated into a left transition (+a), a 
stationary portion (a) and a right transition (a+). 
In Table l a co■plete UPS for the Italian phonetic 
system is reported (the semicolon indicates ge■inate 
consonants). Notice that unvoiced ploaives are 
translated as silence •-• plus transition to the 
following sound while voiced ones as stationary 
portion (the voicebar "b") plus transition. 

I - I 1 - +] 1 b; . b; b:+ 
E .. +E E • . • dz; - dz; dz;+ 
:i = +:)3 n -n ts; - ts; ts;+ - . - 0 . +o o 9; . +a: e: 
I) - n p . - p+ k; . - k;+ 
I. • f.. f..+ s . +s s t; . - t;+ 
"l .. n t -- t+ tf . ti t/+ 
JI .. )1 Jl+ u . +u u l; - +l; 1; 
r " +r r r r+ V . +v V v+ m: . Ill; 
a a +a a w .. +u u u+ v; - +v; v; v;+ 
b "' b b+ z . z t/; . t/; t/;+ 
d = b d+ f..; • f..; /.:+ I - I 
e = +e e d; - b; d;+ d3; -d3; d3 ;• 
f . f n: a n: r; . +r r; r; r+ 
g .. b g+ Jl .. J1 : p:+ d3 .. d3 d3+ 
J . +i i f; a f ; dz - dz dz+ 
j . +i I J+ g; - b; g;+ ts . ts ts+ 
k .. - k+ n• .. - n•+ 

Tab.l - UPS for the Italian phone■es 
Each phone■e is represented by ■eans of a si02le 

UPS which Js constituted by a sequence of OPE.In this 



way sel!llents or dltferent phone■es showing acoustic 
sl■ilarities can be treated by the aa■e statislcal 
model, as the volcebar of the voiced plosivea. 

The translation of a word fro■ its phonetic for■ 
to its description in terms of recognition unite 
starts with the translation of each phoneme into the 
correapondlnc string of UPE. For iatance, according 
to table 1, the Italian word APPARTIENE, rewritten by 
the ortographlc to phonetic module in the sequence 
/ap;artjfne/, can be translated into: 

+a a - p;+ +a a +r r r r+ - t+ +1 1 1+ +€ En +e e 

The second step detects where the transitions are 
possible; the rule to obtain a transition consists in 
merging two UPE's contsinlng the symbol "~" in 
adjacent positions into one transitional unit. So, 
following the previous example, we obtain: 

+a a - p ; a a + r r r r+ - ti 1 IE E n +e e 
a - p ; a a r r - U i IE £ n e 

It ■ust be noticed that defining the UPS of the 
generic phoneme /x/ as x •+xx+ it comes out the 
classical diphone definition, while rewriting each 
phoneme by itself as x = x. we obtain the phoneme 
definition. 

At thJs point the 
handled by a set of 
possible effects of a 
that cannot be catched 

description of the word can be 
r~les to take into account the 
particular phonetic context 

by the generic UPS. 

4. CONTEXTUAL RULES 

Contextual rules can be expressed in the following 
general for■: 

u1_u2_ ..... _un~w1_w2_ .. ... w■ 

where Ui and Wj are generic recognition units and the 
production means that the sequence of units 
Ui(i•l,2 ... n) is translated into the sequence 
Wj(j•l,2 ••. m). In our system rules are applied 
sequentially, in the given order, to the whole word. 
Table 2 gives an exa■ple of a rule set. From the 
third to the 18- th production, rules to obtain the 
stationary portion of /r/ only when it ia in a non 
intervocalic context are described. The UPS of /r/ 
is ■ade up of two consecutive stationary portions (+r 
r r r+); in fact, being impossible in the Italian 
language to utter an / r / between two consonants, 
these rules make each voMel cutting away an /r/, so 
obtaining the desired transcription. The rules 
dealing with / v/ permit to define left transitions 
only for those / v/ inserted in a left vocalic 
context. 

The rules 1 through 4 make the two vowels /o/ 
and/~/ be represented by the sa■e symbol /o/ as well 
as the two vowels / E/ and /e/; this ls done because 
o! the acoustic similarity of the sounds and due to 
the fact that in Italian the use or the two o's and 
of the two e's depends on the speaker habits. 
Finally the rule 17 transforms each geminate into the 
corresponding singleton as we demand the distinction 
between the■ to higher levels of knowledge. 

1: l:l• lo 
2: :>1- 01 

3: •E••e 
4: El• el 
5: r_ra• ra 
6: r res re 
7: r=ri• ri 
8: r_ ro• ro 

9: r_ ruaru 
10: a_r•a_ar 
11: e_ r •e_er 
12: o r •o or 
13: i=r • l=ir 
14: u_r •u_ur 
15: r_rJ• rJ 
16: r_rw• rw 

17: l; • I 
18: a_v,.a_av_v 
19: e v• e ev v 
20: i=v• i=iv:v 
21: u_v• u_uv_v 
22: o_v• o_ov_v 

Tab.2 - Contextual rules 
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Extending the rules to the previous example it can be 
easily obtained: 

a - pa arr - tJ i ie en e 

This formalism, developed in order to easily 
transcribe large lexicons Into recognition units 
given different unit definitions (included "phonemes" 
and "classical dlphones"), was lmple111ented by a 
program whose output is compatible both with the HMM 
training procedure and with a set of recognition and 
word verification systems. 

5. PERFOIUIARCR EVALUATION 

Recognition experiments [3) suggested that the 
best set of units is made up of 123 elements, 
precisely 22 stationary units and 101 transitional 
units. Hidden Markov models were trained by means of 
a 989 words vocabulary obtaining an average 
recognition rate of about 83~ in isolated words 
belonging to vocabularies of ■onoayllebles differing 
only for one phoneme (e.g. /aba/, /ata/, / aka/, 
etc.). Table 3 shows the correct recognition rate 
per phoneme. 

b 87 z 93 d3 41 
d 76 1 96 tJ 67 
g 90 r 77 j 63 
t 70 I.. 83 w 100 
k 96 .. 25 e 93 
p 96 n 67 j 100 
I 96 1J 70 0 90 
r 83 dz 96 u 100 
V 41 ts 100 a 100 
s 100 

Tab.3 - Correct recognition rate per phoneme. 

6, CONCLUSIONS 

A formalism was introduced to write a flexible 
system that permits the definition of a recognition 
unit set and the corresponding transcription of words 
and sentences from their orthographic description to 
a form that directly relates to the acoustic models 
of the units themselves. That is obtained using two 
levels of definition; the first one specifies the 
phonemes that constitute an utterance, while the 
second one splits each phoneme into stationary and 
transitional portions. A suitable set of units that 
relies on that concept was defined and testud 
obtaining encouraging results. 
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Some considerations on the definition 
of sub-word units suitable for speech 
recognition are ' exposed. An example of a 
kind of units particularly well - suited to 
syllable-timed languages is presented, 
together with some hints for the definition 
of similar units for different languages. 
Some experimental results are supplied. 

FORMAL DEFINl'!'lON OF A SPEECH RECOGNIZER 

A Speech Recognition System can he 
considered as a formal system 'I ( U, , :fl, d l , 
where 'jt is a set of PHONETIC UNITS, ~ is a 
set of RULES for. representin~ each u tterance 
of a qiven task language "I, by means of 
elements of U and dis a SIMILARITY OR 
DISSIMILARITY MEASURE between any "segment " 
of an utteranc-e and any element of 1.L • More 
formally we have: 

d : T x 'il -> [O,ool 

d ( t u) X 

where t ET is a segment. of an u t t e rance of 
approximately equal size as the uni t s, u E'M. 
is a phonetic unit and xis a non- negative 
real number. The recognition system can 
also he considered as an operator acting on 
a given set S of utterances and yielding for 
each s 6 S an interpretation i < s l in the set 

'Q of all the permitted sentences of the 
task language I., : 

c.J < 'll, cl(, d l : S -> 'd 
c';/cU.!L d ll <s> = i!sl 

Actually ~ is a function {R. ( £ ,l!, l of the 
language -1., on ~hich the system opera~~s 
and of the set 'lL of phonetic uni ts. -ii 
also can be regarded as U < -l l. 

In a Template-Matching system each unit 
u '- U is represented by one or more 
templates expressed in a convenient form 
<e.g. as vectors or matrices of appr.opriate 
acoustic parameters!. 

DEFINITION OF THE SET :,t OF PHONETIC UNITS 

Needless to say, the correct choice of 
the set 1l of the phonetic units (hence of 
~l is of paramount importance for the 
efficacy of the whole recognition system. 

The elements of -;JI, can be words: in 
this case the definition of the templates is 
quite natural and 3?, simply is the set of 
grammatical rule~ apt to represent the 
permitted word sequences in 

O 
sentences 

belonging to the task language~; d can be 
any distance measure between the vectors of 
parameters <Mel-Based Cepstrum. LPC, and so 
on) chosen to acoustically represent input 
and templates. The calculation of dis made 
more complex by the need of achieving some 
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time alignment between the input sentence 
and the templates. 

In the Speech Recognition System 
described in ClJ the language representation 
is an HTN [2]; ii, is a set of diphone-like 
units, which we simply have named 
"diphones"; 9t has also to comprise a set of 
rules to "translate" each word into a net of 
diphones and to specify the durations of the 
related events, and d is an Euclidean 
distance measure between the LPC- Cepstrum 
vectors respectively representing each time 
interval of an utterance and of the diphone 
templates. 

The good results obtained in our 
diphone- based S.R. system are mostly due to 
the properties of the adopted set U. Quite 
naturally, the dictionaries of diphone- like 
units have been designed taking the 
characteristics of the Italian language into 
account, The rhythm of Italian is syllable­
timed, that is, syllables are pronounced in 
approximately the same space of time . 
Therefore units related to syllabic rhythm 
are particularly well suited ta represent 
the Italian language. 

Basic Hypotheses 
The complete set 1L of the 

units we propose for the Italian 
has been derived according to the 

phonetic 
language 

following 
hypotheses: 
- the transitory parts of 

adequately represented 
ones (whilst generally 
given to steady- state 
longer>; 

speech must be an 
as the stationary 

more emphasis is 
parts, which are 

- the units must be short in order to be 
fairly insensible ta coarticulation lhenc~ 
economical); 

- the units must be related to syllabic 
rhythm (as Italian is a syllable-timed 
language!; 

- the duration of "transitory" units must to 
some extent be related to articulatory 
time constants. 

The Diphones and Their Properties 
According to the above hypotheses the 

diphones Cl,2J are very short units: each 
stationary sound consists of one spectrum, 
while each transition is represented by a 
sequence of very few spectra (5-9). This 
indeed implies a fair insensibility to 
coarticulation between • adjacent units. 
Therefore each diphone is in principle 
represented by one template per speaker 
(notable exceptions are the sounds affected 
by their position within a word, that is, 
vowels and sonorant consonants). The set ffi, 
of rules is simply deducible from the 
phonetic strings corresponding to words, by 
means of a standardized procedure C3J 
consisting of 4 steps: orthographic­
to-phonetic transcription, generation of the 
diphone sequences, context study for the 
choice of multiple templates for sonorants, 
definition of the duration rules. 

The acoustic representation of the 
diphones is obtained by bootstrapping [JJ 
the template(s) far each unit from a rather 
small training set by means of a forced 
recognition. The templates have to be well 
representative of the lexicon, and moreover 
should not become inadequate because of 
intra-speaker variability, which can be 



serious especially for steady-state sounds. 
The latter problem can be tackled by a 
definition of the diphone templates in 
accordance with a sort of probabilistic 
approach, where the prototypes are regarded 
as "average" or "modal" values of a 
distt:"ibution. One "average" template is 
derived for each steady-state sound and for 
each different prosodical context of each 
sonorant. These average templates are used 
in the same way as normal ones, regardless 
of the implicit variance. 

T'ne diphones have proved to be very 
effectual for the Italian language. In fact 
the representation they supply is: 
- economical lat most 307 units, with abdut 

350 templates per speaker); 
- flexible <that is, apt to deal with 

pronunciation and duration variability 
both inter- and intra-speaker); 

- automatically deducible for any word from 
its orthography, including template 
bootstrapping [3] (this makes the system 
easily trainablel; 

- Connected-Speech oriented (straightforward 
treatment of word coarticulationl; 

- yielding high scores of correct 
interpretation (ranging from 82% on the 
top candidate in a medium-large vocabulary 
I.W. recognition task, up to 99.5% in a 
Connected Digit recognition task Cl]). 

DIPHONE-LIKE UNITS FOR FOREIGN LANGUAGES 

It can be hypothesi~ed that, by rules 
similar to the above ones, adequate sub-word 
units can be defined also for languages 
other than Italian, and, in particular, that 
the units representing similar acoustic 
events in different languages, being only 
phoneme-dependent and not context-dependent, 
can be represented by means of the same 
templates. 

The extension of the recognition system 
to languages other than Italian can be 
performed by adapting the different steps in 
the generation of the diphone representation 
to the peculiarities of the new language. 

In particular the orthographic-to­
phonetic transcription must be redesigned 
for any language, as the phonetic systems of 
various languages, although partially 
overlapping, are quite different from one 
another for a number of reasons: for 
instance an higher number of phonemes is 
generally required than for Italian, and 
above all the orthography is generally much 
more complex than the Italian one. 

On the other hand the rules for the 
diphone lattice generation need only to be 
slightly modified, provided that the rhythm 
of the new language is syllable-based, that 
is, syllables are entirely pronounced or 
only their final vowels are not uttered 
<such as for instance in Spanish, French or 
Germani. For languages that are not 
syllable-timed, that is, languages whose 
rhythm is governed not by the syllable 
sequence(sl, but by the sequence(sl of 
strong stresses (such as English or 
Swedish), the rules for deriving units like 
the diphones according to our definition are 
not so straightforward. The use of longer 
units, spanning the more complex phonetic 
events pertaining to these languages, is 
likely to be more appropriate. 
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EXPERIMENTAL RESULTS AND CONCLUSIONS 

The correctness of the above hypothesis 
has been tested by trying to extend our 
definition of "diphones" to a language other 
than Italian and quite dissimilar from it, 
that is, German. A set of experiments on 
Connected German Digit recognition has been 
performed by the same recognition system 
used for Italian ClJ. The test set is made 
up of 130 l-to-12 digit sentences generated 
at random, 662 words as a whole. The 
experimental results are shown. in the Table 
below by the Word and Sentence Recognition 
Rates <WRR and SRR). Almost as satisfactory 
results as in the tests on Connected Italian 
Digits have been obtained both by using 
entirely new diphone templates (Nl, and 
partly re-using "old" diphone templates (0) 
previously derived for corresponding Italian 
events <e.g. "AI", "NO", and part of the 
steady-state sounds). The performance has 
been improved by submitting the rules of the 
German diphone lattice generation to some 
slight refinement, especially about duration 
of steady-state sounds. By the use of 
"average" templates for the stationary 
diphones a further better performance has 
been achieved (A). 

EXPERIMENT N 0 A 

W.R.R. 97.3 96.2 98.2 

S.R.R. 85.4 83.1 90.0 

Summarizing, satisfactory results have 
been obtained in a Connected German Digit 
recognition task by a Template-Matching S.R. 
System based on diphone-like units as the 
ones which had proved to be so effectual for 
Italian ClJ. These results show that the 
extension of such units to languages other 
than Italian is feasible. 

Two are the crucial problems in the 
definition of diphone-like units for 
languages other than Italian: l) the 
phonetic transcription; 2) the possible need 
of longer units for stress-timed languages. 
Moreover a context study is likely to be 
necessary in order to decide if the same 
rules for the selection of multiple 
templates are valid as with Italian. 
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In the past, much of the research on human 
speech perception pas focused on the recognition of 
acoustic-phonetic properties of isolated CV and eve 
syllables. The tacit assumption of this research has 
been that our understanding of auditory vord 
recognition is contingent upon solving the.proble•s 
inherent in phoneme perception. By this assumption, 
auditory word recognition is equivalent to visual 
word recognition carried out one letter at a time. 
Indeed, •ost current theories of auditory vord 
recognition directly reflect this sequential pattern 
matching approach to word recognition. However, a 
different perspective is that word perception may be 
approached as a problem of "weak" constraint 
satisfaction, in which the structural properties of 
words in the lexicon interact to specify the identity 
of an utterance. Ve will present the results of 
several analyses of the phonotactic constraints of 
word patterns that suggest the type of constraints 
that may be used by human listeners to mediate spoken 
word recognition. 

RECOGNITION IN THE CONTEXT OF THE LEXICON 

Context exerts an undeniably strong influence on 
perceptual processes. However, it is interesting to 
note that "conte~t" is defined in almost all speech 
research by whatever stimulus information is 
presented immediately prior to or subsequent to a 
target stimulus. Thus, a phoneme is perceived in the 
context of a syllable, a syllable is perceived in the 
context of a word, and a word is perceived in the 
context of a sentence. In all cases, there are 
objectively definable physical dimensions to the 
context that is typically investigated. But there is 
another context that affects word perception as well: 
the implicit context of the mental lexicon . Beyond 
the listener's explicit knowledge about vords, the 
structure and organization of the sound patterns of 
lexical entries may serve as an implicit context 
within which recognition occurs. 

Karslen-Vilson and Velsh (1978) called attention 
to the potential importance of the structural 
properties of vords with the cohort theory of word 
recognition. According to this theory, the initial 
sounds in a stimulus word activate all the words in 
the lexicon beginning vith those sounds. 
Inappropriate candidates in the cohort are then 

deactivated when a mismatch occurs in comparing the 
left-to-right order of subsequent segments in the 
stimulus with the structures of activated candidates, 
The word that is ultimately recognized is the 
candidate that remains after all the other 
incompatible candidates have been deactivated. 

According to cohort theory, the activated cohort 
of word candidates in the lexicon fonis the mental 
context for spoken word recognition. However, unlike 
the sentential context that may precede a spoken 
word, this context has no physical dimensions that 
can be directly •easured or analyzed . In the past, 
this has posed a problem for investigating the role 
of the lexicon in word recognition. However, several 
computer-readable databases of orthographic and 
phonetic representations of words have recently 
become available for analyzing the structural 
properties of words in the lexicon. The database 
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used for all the analyses we will describe contains 
orthographic, phonetic, and syntactic infor•ation for 
243,000 words (see Crystal, Hoffman, & House, 1977). 
Proper names and possessives were excluded from the 
analyses, leaving about 126,000 words that were 
examined in the database . 

PHONOTACTIC PATTERNS IN THE LEXICON 

Although the listener may be presented with 
spoken words as a temporally distributed sequence of 
segments, a recognition process need not compare 
these segments to lexical representations in a strict 
left-to-right order as claimed by some theories. 
Indeed, it is unclear hov serial pattern ■atching 
strategies can recognize a word if the initial 
segment of the input is obscured, degraded or 
ambiguous. Since this initial segment is treated as 
the index into the lexicon, recognition could not 
proceed without a well-defined access point. An 
alternative approach is to vie~ auditory word 
recognition as a constraint satisfaction process, in 
which the propagation of a number of weak constraints 
is used to specify the recognized word . Vhen viewed 
as a constraint satisfaction process, a number of 
constraints may simultaneously be applied to the 
lexicon to refine the set of word candidates. Even 
if one constraint is inappropriate or uninformative, 
the intersection of the other constraints may still 
specify the correct vord . Given this view, it is 
important to determine precisely which constraints 
are actually used during word perception. 

The approach that we have taken to investigate 
structural constraints on human auditory word 
recognition was motivated by several recent studies 
that investigated the relative heuristic power of 
various classification schemes for large vocabulary 
word recognition by computers. Zue and his 
colleagues (Huttenlocher & Zue, 1984; Shipman & Zue, 
1982) have shown that a partial phonetic 
specification of dvery phoneme in a word results in 
an average candi ate set size of about 2 words for a 
vocabulary of 20,000 vords. The partial phonetic 
specification consisted of six broad phonetic manner 
classes. Thus, vith this approach, a recognition 
system need not accurately identify the phonemes in 
spoken words. Instead, only the most robust manner 
infor■ation must be coded. Using a slightly 
different approach, Crystal et al. (1977) 
demonstrated that increasing the phonetic refinement 
of every phoneme in a word from four broad phonetic 
categories to ten more refined categories produces 
large i•provements in the nu•ber of unique words 
identified in a large corpus of text. 

It is important to note that these computational 
studies examined the consequences of partially 
classifying every segment in a vord. Thus, they 

actually employed two constraints: the partial 
classification of each segment and the broad 
phonotactic shape of each word resulting from the 
co■bination of word length with patterned phonetic 
information. 

The analyses that we have carried out used a 
large lexical database of 126,000 vords to study 
different constraints that might be appropriate for 
describing human auditory word recognition. This 
work extends the previous research of Zue and his 
colleagues to a much larger set of words, In 
addition, since hu•an listeners are capable of 
recognizing much more phonetic information than just 
six manner categories, we have carried out analyses 
based on the assumption that human listeners vill be 
able to identify so•e segments co•pletely, while 
other segments will be unanalyzed. 



The results of these analyses are quite 
revealing about the recognition constraints provided 
by the structural properties of spoken words. For 
the coarsest level of segmental analysis, that is 
knowing only the length of a word in number of 
phonemes, the search space is reduced from 126,000 
words to 6,342 words. Clearly, word length is a very 
powerful constraint for reducing the candidate set in 
the lexicon by about two orders of magnitude, even 
without any detailed segmental phonetic information. 
Furthermore, the length constraint is strongest for 
relatively long words. If the length of a word is 21 
segments, there are only two candidates out of 
126,000 words. Thus, as word length becomes extreme, 
less detailed segmental information is needed to 
identify a word. 

By simply classifying each segment as either a 
consonant or vowel (i,e., two categories), without 
providing any more detailed phonetic description, the 
reduction in the search space beyond the the length 
constraint phonotactic constraint is enormous. The 
number of candidates is reduced by an order of 
magnitude to 109 words averaged across different word 
lengths. Furthermore, it is interesting to note that 
much of this reduction in the candidate set is due to 
the specific phonotactic constraints provided by the 
ordering of consonants and vowels, If the segments 
in a word are classified with just two categories, as 
consonants or vowels, but the order information is 
removed, there are 1196 words in the average 
candidate set, This means that the phonotactic order 
information in the pattern structure of a spoken word 
accounts for an order of magnitude reduction in the 
candidate set size compared to just knowing the 
number of consonants and vowels, but not their 
arrangement • 

Increasing the amount of phonetic detail for 
each segment to the six manner classes used by Zue 
and his colleagues reduces the search space by 
another two orders of magnitude from the CV 
classification scheme that maintains phonotactic 
order information. Using six categories for 
classifying every segment in each word reduces the 
average candidate set size to about 5.5 words from 
126,000 words in the lexicon. This result agrees 
very well with the results reported by Shipman and 
Zue (1982) for a 20,000 word lexicon, indicating that 
this broad classification scheme is very powerful in 
reducing the number of word candidates in the search 
space. Increasing the lexicon by an order of 
magnitude from 20,000 words to 126,000 words only 
results in a tripling of the number of candidates 
from 2 to about 6 words. By any netric, partial 
information about every segment is an extremely 
effective constraint on the candidate set. 

However, human listeners are capable of 
resolving much more phonetic detail than just six 

broad categories, One issue that can be raised then, 
concerns the constraint provided by complete phonetic 
information about some of the segments in a word 
compared to partial information about every segment 
in a word. Classifying every segment in a word 
provides two types of information: (1) partial 
phonetic information about every segment, and (2) the 
phonotactic "shape" of the entire vord. By 
comparison, complete classification of some of the 
segments provides: (1) detailed phonetic information 
about a few segments, and (2) partial information 
about the phonotactic shape of a word. Based on the 
previous demonstration of the power of phonotactic 
shape with just two categories (i.e., consonant or 
vowel), it seems reasonable to predict that partial 
classification of every segment in a word should be 
more effective than complete classification of some 
of the segments in a word. 
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1o test this prediction the following analyses 
were carried out: (1) the phonetic information in 
first half of every word was classified completely 
leaving the remaining segments unclassified, (2) the 
phonetic information in the last half of each word 
was classified completely leaving the first half 
unclassified, (3) only the consonants were 
phonetically classified leaving the vowels unlabeled, 
and (4) the vowels were phonetically classified 
leaving the consonants unlabeled. The results 
demonstrate that complete information about some of 
the segments in a word provides a more powerful 
constraint on the candidate set than partial 
classification of every segment. · Classifying the 
beginning of words completely reduces the search 
space from 126,000 words to 1.7 words and classifying 
the last half of vords reduces the candidate set to 
1,9 words. By comparison, classifying only the 
consonants exactly and leaving the vowels 
unclassified yields a set size of 1.4 words, while 
classifying the vowels only yields a set size of 3,2 
words. In each analyses, complete phonetic 
information about some of the segments in a word 
constrains the search space much more than partial 
classification of every segment. These results 
demonstrate that detailed phonetic information about 
some of the segments in a word provides enough 
constraint, in general, that other segments can be 
completely obscured or ambiguous without 
significantly impairing recognition. Moreover, to 
the extent that some phonetic information is 
available about other segments, the candidate set 
vill be reduced further, probably to the extent of 
uniquely specifying the correct word. 

CONCLUSIONS 

The view of vord recognition that emerges from 
these analyses differs substantially from serial 
pattern matching approaches, As more of a stimulus 
vord is heard, the listener progressively narrows the 
candidate set based on the development of a 
phonotactic specification for the input. Over time, 
acoustic information in the stimulus is successively 
refined into more detailed phonetic representations. 
In some cases, only a broad phonetic description of 
segments may be computable and the phonotactic 
structure is used to further narrov the candidate 
set. This approach, called Phonetic Refinement 
Theory, is currently being implemented as a model of 
the recognition process. Although further research 
is needed, it is clear that computational analyses of 
the sound patterns of words can provide new 
information about the processes that mediate speech 
perception. 
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We parsed a large corpus of English words into 
5yllablcs and into their constituents to dcu:rmine the 
difference between high and low frequency words with 
respect to these structural properties. There arc obvious 
applications of the results to the lalcat access problem in 
large-vocabulary isolated-word spec:ch rc:cognitio~ systems. 

INTRODUCTION 

One of the problems in the treoriea of word 
recognition involves the relationship between the frequency 
of usage of words and the structural propc~cs of them. 
This question is interesting because (1) the differences in 
word frequency effects might be due to facton other than 
the frequency of usage, and (2) we might be able to clarify 
the nature of lexical access, i.e. whether words arc 
accessed on the basis of an acoustic, phonetic or 
phonological representation. This question is ~so 
interesting for isolated-word large-vocabu!ary machine 
recognition systems bei:ausc (3) ccrwn structural 
constraints in lexical access have been shown to be very 
powerful in reducing the search space for can~idatc words. 
The precise form of the laical enlrlcs is very unportant for 
continuous speech recognition sysu:ms. 

MATERIAL AND METHODS 

Brown Corpus words were used as the data. 
Following Pisani, ct.al., we defined high frequency words 
as those equal to or greater than 1000 words per 1 million 
(e.g. the, of, many ), and low frequency words as those 
between 10 and 30 words per 1 million inclusively (e.g. 
acceleration, bronchial, conjugate ). In addition, we defined 
mid frequency words to be 30 to 1000 words per 1 million 
exclusively (e.g. able, mea.surement, strike). These words 
were matched against the phonetic trauscrlptlom of the 
SCRL dictionary, which resulted in a data base of a total of 
7443 words. There were 91 high frequency words, 3072 
mid frequency words and 4280 low frequency words. 

Brown Corpus words might oot be an ideal aamplc 
because the material is approximately 20 yc:in old and 
because it is based on printed tuts u opposed to a 
transcription of the spoken language:. Ncvertbc:lc:ss, 
because of a lack of other compuu:r-rcadablc data bases, 
we took the the Brown Corpus words to be our sample. It 
might be argued that word information from the spoken 
language is not an appropriate alternative, since we do not 
expect people to speak to the machines in the same way 
that they would speak to other people. 

The phonetic transcriptions (ARPAbct) of these 
words were paned by a syllable pancr developed at STL. 
The syllabication of the parser is based on the maximum 
onset principle. Stress rcsyllabication was not included in 
this parser, since stress information was not av:illablc in a 
convenient form. Therefore, the onset count should be: 
slightly over-represented for syllable-initial consonant 
clusters and slightly under-represented for syllable-rmat 
colin consonant count. The quantitative effect of this 
ommission is not clear, but we do not expect it to be 
significant. 

This study focuses on the frequency of usage vs. 
syllable length and sub:syllabic ~nstitucnts. A motiva~on 
for this is that previous studies on the: pbooolog1c:al 
structural properties of words dealt exclusively with the 
identity of phonemes and their length in terms of phonemes 
(1, 2, S, 6, 7]. 
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WORD FREQUENCY AND LENGTII 

Table 1 below shows the relationship between the 
word length (in syllabics) and the frequency ranges of high, 
mid and low. Table 2 shows the relative frequency of 
occurrence within each frequency class. The results 
indicate: that the high frequency words arc different from 
mid and low frequency words and that they arc from two 
separate populations. The Pearson correlation of mid and 
low frequency was 0.9. Thus the mid and low frequency 
words can be considered to be from the same population. 
That the two populations arc independent can be seen from 
the proportion of one-syllabic words. They arc 0.88 0.35 
and 0.23 for high, mid and low frequency words, 
respectively. The mean length for each group was 1.12, 
2.01 and 2.33 for high, mid and low frequency words, 
respectively. One syllable is the median of high frequency 
words; whereas the median of mid and low frequency 
words arc two syllabics. 

Table 1: Word Frequency aud LenliJt (Syllable) 

lcn<>th hi11h mid low total 
1 80 1073 978 2131 
2 11 1199 1681 2891 
3 0 S41 1033 1S76 
4 0 211 429 640 

5+ 0 48 159 207 
total 91 3072 4280 7443 

Table 2: Word Freqamcy and Lenlih (1') 

lcn•th biah mid low total 

l 87.91 34.93 22.85 28.63 
2 12.09 39.03 39.28 38.84 
3 . 17.61 24.14 21.17 
4 . 6.87 10.02 8.60 

5+ . 1.56 3.71 2.78 

WORD FREQUENCY AND SYLLABLE 
CONSTITUENTS 

Difficulties in intelligibility of certain words have 
often been, in part, attributed to the lcidcal distance based 
on the frequency (1) and to the particular phonemes, or 
phoneme/grapheme ratios [2]. We investigated two factors 
that might acanmt for such difficu1dcs. 

Word Frequency and Onset 

The onsets were classified as nil (no consonant at the 
beginning of a syllalc), cluster (two or more consonants at 
the beginning of a syllale) or simple (exactly one consonant 
at the beginning of a syll/\blc). These three classes cover 
all the possible onsets. We hypothesized that high 
frequency words arc simpler in the sense that it 1!l low in 
consonant clusters and that simple and null onsets prevail. 
Table 3 1umcarizcs the ratio of these 0CCWTcnees. 

These results show that the characteristics of high 
frequency words vs. mid or low frequency words is not in 
the composition of simple onsets. Simple onsets are by far 
the greatest proportion of all words in all frequencies. 
High frequency words arc characterized by a relatively 
large proportion of null onseb and a very low proportion 
of consonant clustcn with respect to low frequency words. 

The results might be interpreted u the following. 
Null and simple onsctJ arc simpler in that they arc 
perceived and produced much more easily than the clustcn. 
Clusten arc complex components. They arc more difficult 
to perceive and to produce. Another interpretation is to 
say that high frequency words arc much more constrained 
phonotactically. In other words, fewer grammar rules arc 
necessary to process high frequency words. 



Table 3 also showa that within a population, the 
cluster onset decreases u the length incrcuca, and in 
general, the nil onset incrcues (with the exception of mid 
frequency words). An instance of simplification seems to 
o"'1r as the complexity, in terms of length, increucs. 

Table 3: Word FreqaaK)' and Omet: 
Compoaldon Rado wlthlD Fr~aenq Clul and LenctJa (1') 

lcneth MIC bi11h mid low total 

1 nil 23,75 4.85 3.68 5.02 
cluster 1.25 22.09 30.16 25.01 
simple 75.00 73.07 66.16 69.'17 

2 nil 40.91 12,43 9.67 10.93 
cluster 0 13.22 16.21 14.91 I 

simple 59.09 74.35 74.12 74.16 
3 nil - 15.53 13.62 14.27 

cluster - 10.41 13.39 12.37 
simple - 74.06 72.99 73.36 

4 nil - 13.39 13.73 13.62 
cluster - 9.00 11.80 10.88 
simolc . 77.61 74.47 75.51 

5+ nil - 13.11 14.74 14.37 
cluster - 6.15 7.74 7.37 
simple - 80.74 77.52 78.26 

all nil 27.45 12.08 11.42 11.77 
cluster 0.98 13.17 15.25 14.37 
simolc 71.57 74.75 73.33 73.86 

Table,: Word Frequency l!Dd Coda: 
Composldon Rado wlthln Fre4111enq Clul and Leaat]a (1') 

let1>•th tvrle hi11h mid low total 

l nil 28.75 5.96 5.62 6.66 
cl115ter 6.25 10.16 49.80 28.20 
simple 65.00 83.88 44.58 65.13 

2 nil 72.73 46.91 43.71 4S.1S 
cluster 0.00 4.34 12.73 9.20 
simole 27.27 48.75 43.56 45.67 

3 rul . 55.08 54.34 54.60 
cluster - 4.68 8.23 7.01 
simple - 40.23 37.43 38.39 

4 nil - 68.96 68.41 68.55 
duster - 2.25 3.79 3.24 
simole - 28.79 27.80 28.0S 

s+ nil . 76.23 76.90 16.15 
duster . 0.00 1.97 1.51 
simple . 23.77 21.13 21.74 

all nil 38.24 46.12 50.24 48.53 
cluster 4.90 4.98 12.55 · 9.59 
simple S6.86 48.90 37.21 41.87 

Word Frequency and Coda 

'lbc codas (syllabic-final consonants) were classified 
in the same way as above into three classes: nil, cluster 
and simple. Our hypothesis was similar to the one for the 
onsets: that the high frequenc:y words over represent nil 
and simple codas. Table 4 shows the relative distribution 
by frequency classes. The results indicate that while the 
hypothesis is true, the pancm of distribution is VCT'J 

different from the onset. 'lbc proportion of the clustcn 
among the low frequency words ranges from 50% to 2 %. 
while the comparable statistics for the onsets ranged from 
30% to 89&. At the same time, the nil coda ranged from 
69& to 779& for the same population, while the onsets 
ranged from 4% to 15%. Another striking fact is that the 
1implc codas dccrcue in proportion to length in all 
frequenc:y cluscs, in addition to the fact that their 
proportion for one-syllabic length la lower than those for 
the onsets (except for the mid frequency words). 'lbe data 
on one-syllable length is important because there is no 
chance for stress rcsyllabication. 
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We demonstrated that there nre structural 
differences among words of different frequencies along 
three dimensions: onset types, coda types, and syllabic 
lengths. We have been able to show that there is a 
correlation between these properties and word frequencies. 

LEXICAL INFORMATION AND LEXICAL ACCESS 

There arc several way■ in which such lexical 
information can contribute to the le.lical access problem in 
a speech recognition system. For Cll&mple, syllable length 
of a word is potentially a very powerful device especially 
when a word is long. The length constraitlt wu propo1ed 
and demonstrated to be effective (1, 3). However, these 
pr,lpoials centered around phoneme length. The advantage 
of syllable over phoneme length is that the phoneme 
insertion and deletion errors can be avoided altogether. 
'lbe disadvantage i1 that the cohort 1ize is much larger. 

Another possible constraint that can be used is the 
information on the type of onset. We have been able to 
identify 68 unique onsets over all the syllables of the 
complete set of Hmplc worda. We saw that the majority of 
English words favon the CV type of syllabics. One might, 
for example, assign a probability assoc:lated with the types 
of onset prior to identifying the onset itself. It remains to 
be seen bow powerful this constraint might be when this 
information is used even p:u-tially, e.g. at the beghmning of 
a word. 

CONCLUSION 

What is the relationship between word frequency and 
the phonological structure? We examined 1ome of the 
phonological properties of English words which were not 
discussed before. We proposed a metric of simplicity to 
accoUDt in part for the structural differences between high 
and low frequenc:y words. We also suggested that syllabic 
structural information might be used to organize the lexicon 
into equivalence classes in a speech recognition system. 
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Abstract: Postuluting the existence of abstract 
representational units appears useful in speech research. For 
instance, such units can be used to partition a large lexicon 
for word·candidate hypothcsization [8] [4), or to specify 
phonetic deletion and modification sites. l-lowevcr, since 
such linguistic representations lmvc at best an indirect 
realization in the physical signal. it lws proven difficult to 
build clnssi licrs for these units. Therefore, recognition 
systems gener<11ly use less <1bstrnct units such as spectral 
templates. We argue that the difficulty of classifying abstract 
units docs not preclude using these units in recognition. In 
particulor, constraint·based systems provide a mechanism for 
exµloiting absLract linguistic knowledge m the acoustic level. 

Introduction 

Work on lexical and phonological representation 
:t~sumes the existence of abstract units such as phonemes or 
allophones. Powcrfl•I general principles have been identified 
operating under this assumption. However, attempts at 
de\ eloping recognizers which use similar units have met with 
difficulty (cf. (6]). Thus, systems for clnssi fying the acoustic 
signul genernlly use representations which are for less 
abstract (e.g., templates. vector quantized spectra, etc.). 

We consider some of the reasons that it is di!licult to 
recognize abstrnct units such as phonemes from the speech 
signal. Then we tum 10 the limitations or current recognition 
systems. Finally we sug!!,csl how some of these limitations 
may be overcome by form11lating lexical and phonological 
knowledge as constraints on ;icoustic data. 

These constraint-based modds can be used to specify 
that certain ,1coustic patterns arc consistent with u given 
word. They may alsu specify that certain acoustic 
information is inconsistent with the presence of a given 
word. ·111e critical idea is that or viewing recognition n~ 
consistency checking. 1l1is idea contrasts strongly with the 
use of abstract uni Lo; in transfo1mntional systems. 

Rc.:ognb:ing Ahstrnct Units is Hard 

1l1c difficulty of recognizing abstract units such as 
phones or diphoncs from the speech signal is attributable to 
several factors. First is the problem of segmenting the 
speech signal into phonetic-sized units. Certain regions or an 
utterance do not clearly correspond to any particular 
phoneme or other abstract unit. Furthermore, segmentation 
errors cause the insertion and deletion of phonetic units. 

Second is the difficulty of classifying the segments that 
huvc been identified. Variation across talkers causes a given 
abstrnct unit to have different realizations for different 
talkers. These may even overlap, as in the ca~e of /s/ and 
/~/. Phonetic sized units can also be di mcult to classify 
because lhey arc distorted dL1c to contextual effects (e.g., the 
/t/ in a /lr/ cluster). Third. certain regions of an utterance 
arc often difficult to classify. such as unstressed syllables. 
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Thus, a given classilicr will perform very well only in 
certain regions of an utterance, or for certain talkers. This 
suggests Jelling the clnssil1cr do "only as much as can be 
done reliably." However, this means that no single abstract 
level of representation is su llicient. 

On top of all this, having identified a sequence of 
abstract units it is still difficult to do word recognition. Part 
of the problem is the phonological varintion in the 
production of individual words. Deletion, epenthesis, and 
other phonological modifications can cause extreme 
departures from the canonical form. 

'n,c problem of mapping from a sound sequence to 
words is even harder in the case of continuous speech 
because the limit of the match is not geni::rally known. For 
instance, it is well known that in lluent speech the phrnsc 
"did you go to the .. " (/dld#yuwtfgow#thuw#lfa/) can be 
produced as [ct1JogoD01'iJ]. 

Considerable attention lrns been pnid to the problem of 
recognizing words from phonetic sequences. The most 
common arpronch is to forn111lnte transformationnl rules 
which characterize rhonological vmbtion. Such rules map 
lexical basclbrms to surf:1ce phonetic strings. This mapping 
is then either used to expand each lexical entry into all 
possible surface forms, or to transform an input sequence 
into its possible underlying li.1rms (7J. Howe\·cr. this assumes 
that all pronunciations cun be anl ici1>aled :111d captured by 
the rules. Furthermore, !>incc these rules arc based on 
phonetic trnnscriptions, it is a!,'S1tmed that Lhc output of 1hc 
classifier is adequately cletuiled and relatively error free. 
1l1esc assumptions have not been borne out in actual 
speech. 

Current Recognition Syslcms :ire Limited 

Using acoustic representations for recognition 
seemingly bypasses the problems of classilicalion and 
retrieving the underlying phonemic lbrm. However, such 
systems only work for restricted ta:-1:s. While the fBM 
recognizer [1] is perhaps the most successful system to date. it 
appears to be reaching the limit of the approach. 

The I BM recognizer searches the entire lexicon in 
recognizing each word. The most obvious consequence of 
this is the large amount of computation required. A more 
serious problem is that the distance between an unknown 
word and each lexical entry does not provide very strong 
discrimination among the possibilities. This is parlly due to 
the fact that distance metrics arc sensitive to acoustic 
diflcrences, whereas phonologicnl processes can cause lnrgc 
acoustic differences between pronunciations of the same 
word. These difTcrcnccs can be as lorge as those between 
different words, as when "balloon" is pronounced "b'loon", 
which is acoustically similar to "bloom". 

As a resull, the IBiVI system relies heavily on word 
tri·gram probabilities for its perrormancc, These 
probabilities arc obtained by observing word triples in a 
large training corpus. However, the use of tri-gram models 
makes it dimcult to add new words because their 
probabilitcs must be estimated. Furthermore, tri-gmms arc 
not good models of novel sentences even from the same 
vocabulary. For a 1.8 million word corpus of text, the 
tri·grums found in one 1.5 million word :;ubset covered only 
77% of the tri·grams observed in the remaining 300,000 
words [SJ. 

·nius while tri·grams provide substantial constraint. 
they arc too spcci fie i1t that they don't capture general 
properties of English. However, 11 more general 
characterization or .allowable word sequences is unlikely to 
provide nearly as much constraint. For cxmnplc. auempts at 
using synrnctic constraints in sriecch recognition have 



required using artilicially simple grammars to appreciably 
limit the possible word cm1didates l6J. ·n1crefore, some other 
source of constraint will be needed in order to develop the 
next generation or recognition systems. 

A Look ;1l Using Ahstrncl Unils in Recognition 

There arc three potential advantages of using abstract 
representational uniLS in recognition. First, exploiting 
phonological information as a source of constraint in 
recognition requires using an abstract representation. 
Second, training a system (or adapting it to new speakers) 
can be greatly sirnplilied by the use of abstruct units. Third, 
abstract representations enable the use of non-exhaustive 
matching techniques in lexical access. 

With respect to the problem of training, abstract sound 
units can be used to bootstrap the training process by 
representing each word in terms of component parts. 
Training then operates over this smaller set of units rather 
than over words. In a very large vocabulury system, such a 
bootstrapping process appears necessary. For example, the 
IBM system uses phonetic-si2cd units for training. 

With respect to the problem of mulching and lexical 
access, there arc two ways in which abstract units can be 
used. The firsL is to search only part of the lexicon, rather 
than matching against every entry and picking the best 
match. The second is to match against only some of the 
in formation in each lexical entry being considered, 
depending for example on the certainty of the classifier. 

While the use of:ibslrnct units can theoretically address 
such issues, the foct of the matter is that systems have been 
relatively unsuccessful at uc;ing abstract units. We claim that 
this can be traced to the framework within which abstract 
properties have been formulated, rather than to the use of 
abstrnct units per se. 

For instance, if phonological rules captured the 
variability in speech, then lexical access could simply be 
done by table lookup. Yet as we noted above, there is 
substantial variabilily which cannot be accounted for by 
rules, and this causes classification errors. 1lrns, the 
transformational fbrmulution does not get around the 
problem of exhaustive search of the lexicon. 

Another approach which uses abstract units is to 
characterize what is stable or reliable about a given lexical 
entry, rather than trying to capture variability. This 
approach has been taken by Shipman, Z11c and Hultcnlochcr 
in their work on partitioning the lexicon into equivalence 
classes of words sharing the same features. For cxmnple, 
manner of articul.ition features cun be used Lo purlition a 
20,000 word lexicon into classes of only about 30 words on 
average, 

Using this approach, icleally only that subset of the 
lexicon corresronding to a given feature sequence must be 
searched in lexical access. l-lowevcr, this assumes lhat each 
word has a snwll number of partial rcrrc~cntations as output 
by the classilicr. While the proposed partial representations 

arc less sensitive to variability than phonetic representations, 
this still may not be a reasonable assumption. 

Conclusion 

In the previous section we have seen that systems 
which use abstract phonetic units have been developed based 
on the assumption that these units have reliable acoustic 
correlates. One example of this was translbrmationnl 
systems which view recognition as mapping between 
sequences or abstract units. In order to apply these 
transfonm1tions, the abstract units must first be reliably 
classifiable from the acoustic signal. Abslract units often do 
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not have reliable acoustic manifestations, however. ·me 
absence of these correlates has led to the development of 
acoustically-based systems which do not use linguistic 
constraints at all. 

While abstract units do not have reliable acoustic 
corrdatcs, a given abstract unit is only consistent with certuin 
acoustic patterns. Since constraint-based modcl.s can be _used 
to specify what acoustic information is consistent_ with a 
given abstract unit, they arc a convenient formalism for 
expressing such knowledge. In particular these models 
provide a means for expressing partial and redundant 
information (9) (2] (3). This ability to exploit multiple_ levels 
or specificity means the classifier can be allowed to do as 
much as il can, while still using a lexical partitioning bused 
on abstract representational properties. 
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MODELS OF PHONETIC RECOGNITION I: ISSUES THAT ARISE 
IN ATTFliPTING TO SPECIFY A FEATURE-BASED STRATEGY FOR 
SPEECH RECOGNITION 
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' Abstract. This is the first of e set of papers 
from the MIT Speech Communication Group expressing 
conflicting viewpoints as to the nature of the speech 
perception process and the best way to approach the 
problem of speech recognition by machine. In this 
paper, it is argued that all models employing phonetic 
feature detectors (whose purpose is to make phonetic 
decisions so as to reduce the information content of 
the input representation prior to lexical search) are 
suboptimal in a performance sense. Such models are 
usually incompletely specified, and they do not 
confront certain theoretical problems that are 
discussed here. It is suggested that the LAFS model 
of precompiled acoustic expectations for familiar 
words (Klatt, 1979) has theoretically superior 
characteristics. However, aspects of the Stevens 
model described in the next paper (in particular, 
relational invariance at the acoustic feature detector 
level) are an attractive candidate for the front-end 
processor of a next-generation LAFS strategy. 

What does it mean when someone says "I believe 
that phonetic features play an essential role in 
speech perception?" Can this philosophical position 
be translated into a practical strategy for speech 
recofnition? The purpose of the present paper is to 
spec fy what must be present if a theory claims to be 
an instance of a phonetic feature baaed perceptual 
strategy, Along the way, we will point out some of 
the problems facing anyone wishing to build a speech 
recognition device having these characteristics. The 
paper is, in part, a challenge to those who embrace 
the phonetic feature basis ot perception. 

A literal translation (by me) of the phonetic 
feature concepts implicit in Jakobson, Fant and Halle 
(1963) or Chomsky and Halle (1968) to the domain of 
perception results in the procedure outlined in the 
block diagram of Figure 1. Similar models have been 
discussed by Studdert-Kennedy (1974) and Pisoni and 
Luce (1986). 

speech waveform 

PERIPHERAL AUDITORY SYSTEM 

spectral analysis 

ACOUSTIC PROPERTY DETECTORS 

{detector outputs vs. time} ..--------'-------PHONETIC FEATURE DETECTORS 

{feature probabilities vs. time} 

SEGMENTAL ANALYSIS 

segmental feature matrix 

LEXICAL SEARCH 

lexical hypotheses 

Figure 1. Block diagram of a "literal" phonetic 
feature detector model of speech perception. 

Peripheral Processing. I assume that the peripheral 
processing stage provides at least two representations 
of input speech waveforms: (1) an average-firing-rate 
representation of the short-time apectrum (Goldhor, 
1986), and (2) some sort of synchrony spectrum (Sacha 
et al., 1982; Allen, 1985). Details are not important 
l:ome issues at hand, although there ls some hope 
that a properly designed simulation of peripheral 
processing, including critical bands, masking, 
adaptation, synchrony to formant frequencies, etc,, 
will make the task of later modules easier by 
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enhancing invariant acoustic characteristics of 
phonetic features and suppressing irrelevant 
variability. 

Acoustic Property Detectors. A set of acoustic 
property detectora transform this spectral input 
representation into time functions that characterize 
the degree to which certain properties are present in 
the input at a given instant of time. These property 
detectors are assumed to differ from the raw input 
apectra in that they compute relational attributes of 
the signal which tend to be more invariant and 
"quantal" (Stevens, 1972) across phonetic contexts and 
across speakers than are the raw spectra. The 
acoustic property detectors are further assumed to 
differ from phonetic feature detectors (the next 
stage) in that they compute relatively simple general 
auditory properties which are useful for processing 
other signals aa well as speech. Examples of possible 
auditory features are onset detectors, spectral change 
detectors, spectral peak detectors, formant frequency 
detectors, formant motion detectors, 
presence-of-voicing detectors, fundamental frequency 
detectors, nasal-formant detectors, etc. 

Phonetic Feature Detectors, A phonetic feature 
detector has the task of examining an input set of 
auditory property values over a chunk of time, and 
making linguistic decisions that are 
language-specific. Of course aspects of the speech 
production/perception process constrain these 
decisions to be similar across languages (Stevens, 
1972), A phonetic feature detector may make a 
relatively simple decision based on input from a 
single acoustic property detector, or, more typically, 
a feature detector combines infonnation fr0111 several 
different auditory property detectors. 

The decision of a phonetic feature detector is, 
in principle, binary -- reflecting the presence or 
absence of the feature at that instant of time. 
However, in a speech recognition context, it may be 
better to think of the detector output as expressing 
the probabilitt of the presence of a particular 
feature at tha time, given the acoustic evidence to 
date. In this way, one can represent real ambiguity 
and possibly recover later from inevitable errors. 
The output probability values may spend most of the 
time around zero and one, as a linguist would expect 
when the acoustic data are clear, but this is 
certainly not possible in the presence of background 
noise and other factors that influence articulatory 
performance. Experience with speech understanding 
systems has shown the undesirability of forcing an 
early decision when, in fact, representations 
incorporating uncertainty often permit correct 
resolution in later decision stages (Klatt, 1977). 
Even if phonetic feature outputs are probabilities, 
there ls still a considerable reduction of information 
taking place at thie stage; only about 20 or so 
feature "time functions" are available to represent 
phonetic events • 

Segmental Analysis. Up to this point, the object of 
the computations has been to describe via phonetic 
features what is actually present in the acoustic 
signal, or equivalently, what articulatory gestures 
were used to generate the observed acoustic data. The 
segmental analysis stage must temporally "align the 
columns" of the eet of parallel feature detector 
outputs so as to produce what can be interpreted as a 
sequence of discrete segments (the presumed form of 
the lexical entries). In the spirit of creating as 
much parsimony with current linguistic for111alism as 
possible, I have assumed that the segmental 
representation is basically a feature matrix (Chomsky 
and Halle, 1968), but it can become a lattice of 
alternative matrices where necessary to describe 
segmentation ambiguity. One might also argue for 
additional levels of phonological representation to 
delimit syllables, onsets and rhymes, etc. (Halle and 
Vergnaud, 1980), or to group features into tiers that 
need not be temporally perfectly aligned (Clements, 
1985; Stevens, these proceedings). 

Entries in the matrix are, again, probabilities, 
but this time they indicate the likely 
presence/ abaence of 111ore abstract "phonological 11 

features -- reflecting the speaker's underlying 



intentions (to the extent that it is possible to infer 
such intentions from the acoustic data), For example, 
iiven evidence for a nasalized vowel followed by a 
Lt], but with little or no evidence for a nasal murmur 
before or after the vowel, this stage of the analysis 
would postulate a nasal segment between the vowel and 
the [tJ, assign the nasality to it, and_deduce the 
probable phonetic quality of the preceding vowel if it 
had not been nasalized. 

Lexical Access. The lexical access module accepts as 
Input the segment matrix (and perhaps prosodic 
information and syntactic/semantic expectations) in 
order to seek candidate lexical items, The mechanics 
of the matching process requires the development of 
sophisticated scoring strategies to penalize 
mismatches and deal with missing and extra segments. 
In general, word boundary locations are not known 'for 
certain, so that lexical probes may be required at 
many different potential starting points in an unknown 
sentence. 

EXAMPLE 

A schematic spectrogram of the utterance [ads] is 
shown in Figure 2, The spectrogram illustrates 
several cues that interact to indicate whether the 
plosive is voiced or voiceless. 
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Figure 2. Six acoustic cues to voicing for plosives. 

While six cues are identified in the figure (and 
Lisker, 1978, has catalogued 16 potential cues), it is 
by no means clear that the cues correspond to the 
outputs of six quasi-independent acoustic feature 
detectors. Proper analysis of this and other phonetic 
situations may reveal the existence of integrated 
detectors that combine at an auditory level some of 
the cues to voicing listed in the figure. Even so, 
the task of the voicing feature detector is s complex 
one, due to the difficulties enumerated below: 

(1) When to Activate a Detector? Acoustic 
property detectors produce output time functions to 
indicate e.g. the location in time of an onset or the 
location in frequency of an energy concentration. 
However, these detectors do not make any decisions -­
it ia up to the phonetic feature detector to find the 
onset corresponding to the burst of a plosive, and the 
onset corresponding to voicing onset time so as to 
measure VOT, While these events are usually clear to 
the eye when inspecting a spectrogram, the viewer 
employs a great deal of speech-specific knowledge to 
reject visual onsets that don't look globally like 
plosive-vowel sequences, Programming a computer to 
behave reliably in this way has proven to be extremely 
difficult {see e.g. Delgutte, 1986), How much general 
speech knowledge must be employed by the voicing 
feature detector when trying to decide whether it is 
confronted by a plosive release? 

(2) Feature Indeeendence. If one task is to 
measure voice onset time by determining burst onset 
followed by voicing onset, the detector should 
pro6ably be willing to accept a weaker burst as an 
onset ir the plosive were labial than if it were not. 
Similarly, the VOT boundary between voiced and 
voiceless is probably somewhat shorter for labials. 
Ie the voicing feature detector (a) permitted to know 
the place decision, (b) permitted to compute 
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information required for an optimum voicing decision, 
or (c) forced to make an independent judgement of 
degree of voicing which will be corrected by the next 
level that has available all feature outputs? 

(3) Time FWtctions vs. Event Sequences. The 
voicing decision Involves multiple cues that occur at 
different times. The temporal location of release 
relative to closure can vary, making it hard to use 
fixed measurement points in combining information over 
time, Are each of the cues to voicing beat thought of 
as time fWlctions, as assumed thus far, or as events 
that occur in sequence and must be interpreted by a 
second decision level (what is the representation of 
knowled6e and decision flow in a feature detector)? 

(4J Cue Combination Rules. Ultimately, the 
voicing feature must combine all the available 
evidence into a single voicing decision ( probability) 
that is the best decision possible at that given 
instant of time. Is the decision framework basically 
articulatory and Bayesian (compute the conditional 
probability of obtaining the observed data assuming 
the canonical articulatory pattern for a voiced 
plosive, and compare this with the conditional 
probability of obtaining the observed data assuming 
the articulatory pattern for a voiceless plosive)? 
How can the extremely rich set of a l temative patterns 
of acoustic cues signalling voicing be 
prograrmned/learned in any practical model? 

(5) Intended vs. Actual Articulations. Do the 
vowel feature detector outputs represent vowel 
qualities/articulations actually observed, or do they 
try to estimate underlying targets by discounting 
coarticulatory influences of adjacent segments? 

(6) Phonetic Features or Seftents. Are phonetic 
features identical In acoustic a rlbutes for 
different segments? If not, would it be better to 
view perception as the problem of identifying segments 
from the temporal variations in acoustic property 
detector outputs? For example, [t,d,n] share a common 
place of articulation, and may share a single unifying 
integrated property, but it is unlikely that they 
share identical manifestations of place of 
articulation. Is there an inherent advanta~e to 
features, or is the advantage philosophical/genetic? 

An alternative to the feature matrix as a 
segmental representation might be a column in which 
all possible phonetic segments are listed with an 
associated probability. Suppose we observe a voice 
onset time that is more compatible with [p,g) than 
with either [b] or [k]. It would be easy to specify 
highest probability for [p) and (g] within a segmental 
representation -- and some perceptual data suggests 
that this is appropriate (Oden and Massaro, 1978) -­
but it is impossible to selectively favor this pair 
using only feature probabilities. 

(7) Bread vs. Narrow Phonetic Re resentations. 
An intervoca c poss resse p s wea y asp ra ed, 
and so is somewhat ambiguous in voicing, The phonetic 
feature system, as described, does not permit 
specifying gradations of VOT, so this plosive will 
only be represented as having a slightly greater than 
chance probabilitr of being voiceless. A word-initial 
hi~hly aspirated p] will generate more confident 
[pJ-ness probabilities, end thus will better fit all 
lexical [p]'s, including those in poststressed 
position. This, and many other examples suggest that 
it is not a good idea to try to recover phonol ogical 
segments (phonemes) prior to probing the lexicon 
because narrow phonetic information is useful in 
determining likely word-boundary locations, syllable 
structure and stress patterns (Church, 1986), To the 
extent that the segmental feature matrix produced by 
this model is somewhat inaccurate, or underspecified, 
or broadly phonetic, it is sub-optimal for lexical 
search. 

DISCUSSION 

We have identified a number of unsolved design 
issues which help to explain why phonetic feature 
extraction is not currently a popular method of 
automatic speech recognition. Phonetic features are 
hard to extract from s~oustic date, and hard to 
convert to a representation suitable for probing the 
lexicon. A compelling l i st of theoretical and 
experimental reasons for believing that segments are 
perceptually real has been compiled by Pisoni and Luce 



(1986); perhaps new methods of segment recognition 
and/or phonetic feature extraction can be devised to 
overcome the problems we have listed. Alternatively, 
the view that phonetic features are an essential 
aspect of language need not imply a belief in phonetic 
feature detectors for perception. 

The Jakobson, Fant and Halle (1963) view of 
phonetics is that a very small number of universal 
binary distinctive features serves to describe 
language, both at the phonological and phonetic 
levels. Such a view, if adopted as a perceptual 
model, implies that the output of the phonetic feature 
detector stage is a rather broad phonetic 
characterization. The undesirability of a broad 
transcription became evident when we considered 
lexical search. A more narrow phonetic representation 
must be devised, perhaps by adding to the .feature 
inventory. Also, feature outputs might take on 
continuous values representing strength of a cue 
rather than probability, in which case lexical 
representations can quantify expected position along a 
continuum of feature strength for each segment. 
However, in our view, phonetic feature detectors must 
make decisions and reduce the information content of 
the representation, or they become continuous 
recodings of the input which are no different in kind 
from those proposed for other non-featural 
non-phonetic models. 

Relation to Perce trons and S readin Activation 
es, ere as ong een an n eres n s mu sting 

tl'ie"p'resumed computational capabilities of neurons and 
neural assemblies (Hebb, 1949; Rosenblatt, 1962). 
One such model that captures the spirit of the 
phonetic feature detector model described in this 
~aper has been proposed by Elman and McClelland 
(1986). Much is now known about the 
learnin~/generalization capabilities of this class of 
models (Minsky and Papert, 1969), and the implications 
are not entirely encouraging. I have described 
elsewhere specific problems with the Elman/McClelland 
implementation (Klatt, 1986b). 

Relation to the Motor Theory. The motor theory of 
speech perception (Liberman et al., 1967; Liberman and 
Mattingly, 1986) advocates a transformation from 
acoustic data to articulatory representations. The 
claim is that segmental encodedness due to 
coarticulation, complex cue trading relationships, and 
other mysteries of perception can be better explained 
in articulatory terms. However, even if we grant that 
the motor theory proponents are correct and the 
outputs of the acoustic feature detector stage should 
be transformed into a model of the current 
hypothesized ahape of an ideal vocal tract (Atal, 
1975), such a transformation does not really solve 
most of the practical problems inherent in a phonetic 
feature model. Even ignoring the difficulty of 
determining a unique articulatory sha~e or trajectory 
from acoustic data (Atal et al,, 1978), practical 
problems still center on making feature decisions and 
aligning features in order to represent the speaker's 
intended phonological segments, and then matching this 
highly reduced representation to lexical expectations, 
Furthermore, the rules needed to infer underlying 
features from articulatory shapes and dynamics may not 
be significantly easier to state algorithmically given 
present computer programming languages and pattern 
matching concepts. 

Relation to Analtsis by Synthesis, The model we have 
discussed mlghte considered aa simply the initial 
stage of a more elaborate model of speech perception 
in which an important second module verifies lexical 
hypotheses by returning to the raw acoustic data to 
seek detailed confirmation/rejection. This 
"analysis-by-synthesis" IQOdel (see Halle and Stevens, 
1962, the appendix in Klatt, 1979, Zue, 1985, or the 
companion Zue paper in these proceedings for a more 
detailed description) is in principle capable of 
overcoming errors and ambiguity in the initial 
hypothesization of words, and thus might tolerate 
imperfections and some featursl indecisions. 

Thus one way to simplify the task of the phonetic 
feature detector stage might be to suppose that these 
detectors only compute fW'lotions reflecting invariant 
attributes of features. More complex cue-trading 
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relationships and context dependencies would then be 
handled at a later "analysis-by-synthesis" stage, The 
idea is that invariance-based features can be made to 
~erform with an accuracy of perhaps 85% correct 
(Stevena and Blumstein, 1978; Kewley-Port, 1983), and 
this may be sufficient to access the lexicon. Shipman 
and Zue (1982) have shown that a broad-class acoustic 
classifier which avoids difficult decisions, such as 
place of articulation, can nevertheless significantly 
narrow the search among a large set of candidate 
isolated words. However, simulations of the 
continuous speech situation (Klatt and Stevens, 1973) 
BUggest that the analysis-by-synthesis model is 
rapidly overwhelmed with lexical candidates when the 
phonetic matrix is underspecified, especially when the 
beginning time of a word is uncertain or there is an 
error such that no word matches perfectly. 

The synthesis part of analysis by synthesis is 
intended to take advantage of the observation that 
synthesis rules are easier to state and less subject 
to ambiguous interpretation than correaponding 
(inverse) speech analysis rules. But synthesis is a 
fairly costly computational strategy, and is not a 
.(>Srticularly plausible model of human perception 
(Klatt, 1979). An alternative, described next, is to 
precompute a knowledge representation equivalent to 
the synthesis stage of analysis by synthesis, end use 
it in direct analysis. 

Relation to LAFS: Precom iled Acoustic Ex ectations , 
a ems ve m e o percep on, ex ca ccesa 

From ~ectra" (Klatt, 1979; 1986a) proposes tliat the 
expected spectral patterns for words and for 
cross-word-boundary recodings are stored in a very 
large decoding network. Perception consists of 
finding the beet match between the input spectral 
representation and paths through the network. No 
phonetic feature or segmental decisions ere made as 
long as the system is dealing with familiar words. 

For purposes of speech recognition, the advantage 
of a phonetic feature detector model over LAFS is in 
the possibility that relational invariants computed by 
acoustic detectors may go a long way toward combatting 
cross-speaker variability and discovering invariance. 
The disadvantages of a feature-baaed strategy are that 
it makes decisions too early (before lexical access), 
it has difficulty defining a representation that is 
appropriate for lexical access, and it requires expert 
specification of extremely complex decoding strategies 
in order perform well. 

The advantages of the LAFS model are: (1) there 
is no assumption of phonetic feature invariance across 
segment types and across phonetic environment, so all 
phonetic sequence possibilities can be effectively 
treated as separate patterns if desired, (2) phonetics 
expertise is required only to set up the structure of 
the network, not to train/optimize it, and (3) no 
decisions are made too early since the first decision 
is a lexical one. The practical disadvantages of LAFS 
are that there may simply be too many cases to 
enumerate if all possible phonetic and lexical 
contexts are treated separately, and there is no 
well-motivated way to handle variability within and 
across speakers, except by defining alternative 
templates. 

CONCLUSION 

The initial stages of the phonetic feature 
detector model described in Figure 1 have the 
attraction of potentially taking advantage of (1) 
improved spectral representations of speech and (2) 
relational invariances that appear in the outputs of 
acoustic feature detectors. Succeeding stages of the 
model are far less attractive because it is unclear 
how to overcome the seven specific problems listed in 
the Example section. In preparing this review paper, 
I have come to the conclusion that there could be 
advantages to combining the attractive aspects of the 
initial stages of Figure 1 with the power of the LAFS 
model of lexical hypothesis formation, The result may 
be a LAFS model more capable of dealing with 
within-speaker and cross-speaker variability. 
Unfortunately, much basic research remains before an 
optimal acoustic-feature-based front end can be 
specified end interfaced with LAFS, [Research 
supported by NIH,] 
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Abstract An approach to speech recognition is 
proposed in which phonetic features are identified 
as acoustic properties in the speech signal, and 
lexical items are accessed directly without 
explicitly labeling phonetic segments. A fOSsible 
advantage of such an approach is that a feature 
representation shows minimal modification as a 
consequence of the deletions and assimilation 
phenomena that occur in natural speech. Problems 
of determining acoustic correlates of features and 
of representing lexical items in terms of features 
are diacusaed. 

In this paper I would like to argue that there 
are advantages to be gained by using phonetic 
features as primary units for identifying words. I 
hope to show that variability that occurs from 
speaker to speaker and from context to context can 
be taken into account in a natural way if features 
are used for representing utterances and if they 
form the building blocks for larger units by means 
of which utterances are identified. 

Before discussing some of the advantages of 
features, and the structure of a speech recognition 
procedure based on features, let me first review 
some of the basic ideas underlying the concept of 
features. 

Features and their Acoustic Correlates 
A feature is a minimum unit in terms of which 

lexical items are represented (Jakobson, Fant, and 
Halle, 1963; Chomsky and Halle, 1968). Words that 
have different meaning (except for homonyms) have a 
different representation in terms of binary 
features. Thus, for example, the words mill and 
bill are differentiated on the basis of 'o'ne"°of the 
features that characterize the initial segment -­
in this case the feature sonorant. (Other 
features, such as nasal, may also play a role in 
this distinction. Thia concept of redundancy in 
the feature representation is discussed below.) It 
appears that about 20 features are needed to 
perform this function in language. Each lexical 
item is assumed to be represented in the mind of a 
speaker/listener in terms of patterns of features 
(with some further structure to this pattern). 

Associated with each feature there is an 
acoustic correlate. This acoustic correlate, or 
property, is assumed to give rise to a pattern of 
response in the auditory system that is 
qualitatively different or distinct from the 
response pattern associated with other features. 
The property associated with each feature can be 
present in the sound with different degrees of 
strength. Features have articulatory correlates as 
well as acoustic or perceptual correlates, but in 
this paper our principal concern is with the 
acoustic correlates. 

The acoustic properties that qualify as 
correlates o! phonetic features tend to be 
relational and not absolute. Thus, for example, 
acoustic parameters such as the overall intensity 
of a component of the signal or the frequency of a 
particular spectral prominence, divided arbitrarily 
into two classes by a fixed intensity or frequency, 
would not qualify ss the bases for the acoustic 
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correlates of phonetic features. Parameters such 
as these show large interspeaker differences for 
the same utterance. Furthermore, there is no 
evidence to indicate a natural perceptual boundary 
or·qualitative shift in the pattern of auditory 
response at an absolute intensity or an absolute 
frequency. On the other hand a property such as 
the frequency of one formant in relation to another 
could lead to qualitatively different auditory 
response pattern depending on whether the spacing 
between the two formants was greater or less than a 
critical value. (See, for example, Chistovich, 
Sheikin, and Lublinakaja, 1979.) Through proper 
selection of properties that describe spectral 
relationships, these properties can be speaker 
independent, since they do not depend on the 
speaker's vocal tract length or average fundamental 
frequency. Properties defining features can also 
be relational in the time domain, Thus, for 
example, a qualitatively different auditory pattern 
could result from an abrupt rise in spectrum 
amplitude in a broad frequency region as opposed to 
an abrupt fall in amplitude. In this case the 
relevant property is relational in the same sense 
that the amplitudes of spectral components at one 
time are interpreted in relation to the amplitudes 
of these components at an adjacent time. 

There is a tendency for groups of features to 
be implemented more or less simultaneously, and 
consequently these features are naturally organized 
into segments. For example, within 10-20 msec of 
the release of a stop consonant, the sound contains 
properties identifying the features continuant and 
sonorant as well as the features related to place 
of articulation. In general, however, each feature 
is not specified for every segment. (For a 
discussion, see Halle, 1985, and references cited 
therein.) Sometimes just one feature might show a 
change at a point in time at which no other 
feature shows evidence for a change (e.g., the 
feature continuant in the initial consonant in 
/ca/, or the feature high in the vowel in / se/). 
On the other hand, some features may be defined for 
some segments, with no specification of these 
features for intervening segments. Thus, for 
exB111ple, in the word banana, the features 
indicating backness and high pitch are specified 
only on the second vowel and not in the other 
vowels, which are unstressed and reduced. 

An important characteristic of the 
representation of an utterance in terms of features 
is that the representation usually has more 
features than the minimum number that are needed to 
distinguish the utterance from possible 
competitors. That is, there is redundancy in the 
feature representation. A consequence of this 
redundancy is that there is room for variability in 
the acoustic representation of an utterance. Not 
all features need to be marked in the signal, and 
the acoustic properties associated with these 
features can be present with different degrees of 
strength (Stevens, Keyser, and Kawasaki, 1986). 

Situations often arise in which one or more 
features of one segment spread to a nearby segment, 
resulting in a change of some features of the 
s egment, a specification of features that were 
previously unspecified, or even a deletion or the 
aegment. Examples are: in miss you /s/ becomes 
[i], taking the palatal feature of the adjacent 
[ j] ; in ~• the sequence / t# tJ/ can become [,1;] , 
i.e., a dental.:!:_; in sit close in rapid speech, /t/ 
can lose its place features but retain the atop 
feature; in tree, the int tial / t/ takes on the 
retroflex feature of the next segment. In many 
cases the spreading of features is allowed becauoe 
there is redundancy in the feature description o! a 



segment, and changing one or more features does not 
lead to misidentification of a lexical item, These 
assimilation phenomena often occur when there are 
two or more adjacent consonants, and they can occur 
within words or et the boundaries between morphemes 
or words, They appear to follow certain general 
principles, and linguists are working on models of 
feature organization that capture these principles 
in a natural way. (See, for example, Clements, 
1985 and Halle, 1985,) The point is, however, that 
if the feature is used es a basic unit of 
representation theae sources of variability in the 
speech signal can be accounted for in a rather 
natural manner. 

Features, Variability, and Invariance 
From the above discussion we can identify two 

principal sources of variability when an utterance 
such as a word is produced by different speakers 
with different epeeking styles and in various 
contexts. One kind of variability arises mainly 
because different speakers have different 
vocal-tract sizes and shapes, and because talkers 
may use various speaking rates. Thie source of 
variability can be accounted for by proper 
specification of the acoustic correlates of the 
features. In particular, the acoustic properties 
should be rclation~l ~o that they are insensitive 
to vocal tract size and speaking rate. 
Considerable progress has been made in specifying 
these acoustic properties, but much work remains to 
be done in this area. This research can be guided 
by an understanding of the psychophysics and 
physiology of hearing, and of theories of speech 
production. 

The second source of variability arises 
because a speaker may modify the feature 
description that underlies an utterance or may make 
adjustments in the strength with which a feature is 
implemented. In some aituationa this modification 
is dictated by rules specific to the language, end 
in other cases the changes are optional and are 
influenced by speaking style. These modifications 
in the feature description appear to be capable of 
specification in terms of spreading of features 
across segments, such that features in one segment 
are changed as a consequence of particular feature 
values in an adjacent segment. The spreading can 
lead to changes in or elimination of one feature 
or groups of features. 

Another source of interspeaker variability, 
which we shall not consider here, arises when 
different dialects are involved. Usually, however, 
it is possible to describe the phonetic differences 
between dialects in terms of a small set of rules 
operating on features. 

Toward a Hodel for Feature-Baaed Recognition 
How might a listener make use orfeatures in 

decoding an utterance given the acoustic signal? 
Or, given the theme of this conference, how might 
we implement these ideas in a speech recognition 
system? The point of view we take here is that 
there are two stages to this process. The first 
stage is to identify the properties in the signal 
from which estimates of the features are made, and 
the second stage is to identify the lexical items 
from these properties. We imagine that testing for 
each property is carried out continuously through 
the speech signal. Host of the properties achieve 
maximum values or degrees of strength at particular 
points in time in the speech signal, These peak 
valµcs of the properties define events in ti.me 
within the signal, Some properties, however, 
maintain approximately constant strength over 
longer time intervals, and thus are identified with 

68 

regions of time rather than with events in time, 
An example is the feature voiced, for which the 
acoustic correlate is the presence of low-frequency 
periodicity, (Other features are often active, and 
hence other properties are often present in the 
signal, when the feature voiced is implemented in 
English.) Also, there aresoiiie interrelationships 
between properties so that some properties cannot 
be extracted unless other properties are present, 
Thua the continuous speech signal is characterized 
by a series of signal streams, one corresponding to 
each property that is the acoustic correlate of a 
feature. For the most part, these signal streams 
consist of marks indicating brief time intervals or 
events, and these marks are labeled with the 
strength of the property. There is a tendency for 
these events corresponding to some groups of 
features to be approximately aligned, for example 
in the vicinity of a stop-consonant release. 

We shall not discuss in detail the next stage 
of processing in which lexical items are accessed 
on the basis of these signal streams. Probably the 
most difficult and important problem to be solved 
is to determine a proper structure for the lexicon 
so that it can be accessed from these signal 
strea11s (or modified versions of these signals), 
given that these signals reflect the effects of 
redundancies and spreading phenomena of the type 
discussed above. There are several requirements 
for this structure: (1) in the feature 
representation, the notion that some features are 
redundant should be indicated in some manner; (2) 
while some features are aligned within the same 
segment, the representation should be structured to 
allow some flexibility in this alignment, possibly 
along lines of the tiered structure proposed by 
phonologists; (3) features or feature groups that 
are susceptible to spreading should be indicated so 
that assimilation phenomena may be accounted for in 
a natural manner. 

{Supported in part by grants fran the National 
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Foundation.] 
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Abstract This paper proposes a recognition model that at­
tempts to deal with variabilities found in the acoustic signal. 
The input speech signal is first transformed into a represen­
tation that takes into account known properties of the human 
auditory system. From various stages of this transformation, 
acoustic parametera are extracted and used to classify the ut­
terance into broad phonetic categories. The outcome of this 
analysis is used for lexical access. The constraints imposed 
by the language on possible sound patterns should signifi­
cantly reduce the number of word candidates. Finally, de­
tailed acoustic cues will be utilised to select the correct word 
from the small set of candidate words. 

Introduction 

The task of phonetic recognition can be stated broadly 
as the determination of the transformation of the continuoua 
acoustic signal into a diacrde representation that can then be 
used for lexical access. In presenting my arguments, I will 
assume that words in the lexicon are represented by a set of 
phonological units. While the precise nature of these units, be 
they metrical feet, syllables, phonemes, or distinctive feature 
bundles, is not important for the present discussion, for the 
sake of consistency I will ass11mc. that words are expressed as 
strings of phonemes. 

My proposed model of phonetic recognition makes use of 
broad phonetic analysis and language-specific constraints to 
reduce the number of lexical hypotheses, and to establish the 
context for further, detailed phonetic analysis. This is the 
third of a set of three papers from the MIT Speech Commu­
nication Group, expreasing somewhat opposing views on the 
topic. Upon closer examination, however, there may not be 
as many differences as there are similarities. Like Klatt (these 
proceedings), I believe that the signal must be transformed 
into an acoustic, segmental description. However, I do not 
share his view regarding the feasibility of lexical acceas from 
short-time spectra, nor the use of a set of uniform distance 
metrics to measure phonetic similarities. Like Stevens (these 
proceedings), I believe in a representation based on distinctive 
features. However, I am increasingly frustrated by our inabil­
ity to find invariance of these features in the acoustic domain, 
and thus I question the hypothesis that such invariance in fact 
exists. 

Why Ia Phonetic Recognition Difficult? 

Phonetic recognition is difficuU chiefly bec:mse the procesa 
of phonetic encoding in the acoustic signal is highly variable. 
Specifically, the acoustic realizations of a given phoneme can 
vary greatly as a function of context (Zue, 1985). On the one 
hand, different acoustic cues can signify the same underlying 
phonological representation. For example, the acoustic real­
ization of the phoneme /t/ is drastically different in words 
such a.a "tea,• "tree,• "steep,• "button,• and "butter.• On 
the other hand, the same acoustic cue can signify influences 
from different levels of the linguistic representation. For ex­
ample, duration of a phoneme can be influenced by factors 
ranging from semantic novelty and syntactic structure to pho­
netic context and physiological constraints (Klatt, 1976). In 
order to perform phonetic decoding, a computer must extract 
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and selectively attend to many acoustic cues, interpret their 
significance in light of other evidence, and combine the infer• 
ences to reach a decision. This is an immensely difficult task, 
given the incomplete state of our knowledge about the impor­
tant acoustic cues and the ways they should be combined. 

In addition to contextual variations, there are several other 
sources of variability that can affect the acoustic realization of 
utterances (Klatt, 1986). First, acotutic variation, can arise 
from changes in the environment or in the position and charac­
teristics of the transducer. Second, within-,peaker variation, 
can result from changes in the speaker's physiological or psy­
chological state, speaking rate, or voice quality. Third, differ­
ences in sociolinguistic background, dialect, and vocal tract 
size and shape can contribute to acro51-apeaker varialiona. 
Some of these variations may have little effect on phonetic 
distinctiveness, whereas others will have dire consequences. 
Successful phonetic recognition crucially depends on our abil­
ity to deal with all these sources of variability. Not only must 
we extract and utilize information from phonetic variations 
during recognition, we must also learn to disregard or deem• 
phasise acoustic variations that are irrelevant. 

Utilillng Constraints 

The contextual variations observed in the speech signal can 
often be attributed to constraints imposed by the human artic­
ulatory mechanisms. For example, the motion of the formant 
frequencies during the production of the diphthong /a'/ di­
rectly reflects the movement of the tongue from a low posterior 
position to a high anterior position. However, superimposed 
on such articulatory constraints is the knowledge possessed by 
a native speaker that certain gestures need not be as precise 
as others. In American English, for example, a speaker can 
choose to nasalize vowels at will, since the degree of nasality 
does not affect a phonetic decision. Similarly, a native speaker 
can produce a front, rounded vowel in place of a back, rounded 
vowel ( as in the word sequence "two two•) simply because the 
l+backJ is a redundant feature for rounded vowels in American 
English. 

Examples of such language-specific constraints are easy to 
find. The so-called phonotadic constraints govern the per­
missible phoneme combinations. There are also the proaodic 
constraints, limiting the possible stress patterns for a word. 
Knowledge about these constraints is presumably very useful 
in speech communication, since it enables native speakers to 
fill in phonetic details that are otherwise unavailable or dis­
torted. Evidence of the usefulness of such language-specific 
knowledge can be gleaned from experiments in which phoneti­
cians were asked to transcribe utterances (Shockey and Reddy, 
1975). The transcription error was typically high when the 
utterance was from a language unknown to the transcriber, 
suggesting that "knowing what to expect" is important for 
phonetic decoding. 

Large dictionaries have been used in several recent inves­
tigations into the magnitude of phonotactic and prosodic con­
straints for American English and other languages (Shipman 
and Zue, 1982; Huttenlocher and Zue, 1984; Carlson et al., 
1985). All of these studies found that a broad phonetic repre­
sentation roughly corresponding to manner of articulation of 
phonemes can often map words into equivalence cla.sses with 
extremely sparse membership. In American English, for ex• 
ample, the expected value of the cla.ss size based on a. six­
category classification scheme was found to be 34, a reduction 
of more than two orders of magnitude from the size of the 
original lexicon. Results such a.a these suggest that a com• 
plete and detailed phonetic analysis of the speech signal not 
only is undesirable but may indeed be unnecessary. Broad 
phonetic analysis by its nature focuses on acoustic cues that 
are more invariant against contextual influences. That such a 



representation is also able to capture important phonological 
constraints imposed by the language suggests that large-scale 
lexical candidate reduction may be possible. Furthermore, be­
cause the exact phonetic context is specified by the candidate 
words, detailed phonetic knowledge can be used with greater 
confidence. If •tree• is a candidate word, then the verification 
process can use the predictive knowledge of Oie retroflexed 
context, as specified by the following /r/. The recognition 
algorithm will then be able to focus its attention on the de­
tection of the retroflexed /t/ rather than a generic /t/. 
A Phonetic Recognition Model 

Figure 1 show, a possible recognition model incorporating 
some of the previously discussed ways of dealing with variabil­
ity. The input speech signal is fint transformed into a repre­
sentation that takes into account known properties of the hu­
man auditory system, such as critical-band frequency analysis, 
dynamic range compression, temporal and frequency masking, 
adaptation and onset enhancement, and synchrony process­
ing (see, for example, Seneff, 1985). From various stages of 
this transformation, acoustic parameters are extracted and 
used to classify the utterance into broad phonetic categories. 
The coarse classification also includes prosodic analysis that 
identifies regions where the speech signal is likely to be more 
robust. The outcomes of these analyses are used for lexical 
access. The constraints imposed by the language on possible 
sound patterns should significantly reduce the number of word 
candidates. Once the phonetic context has been established, 
detailed acoustic cues can then be used to select the correct 
answer from the small set of candidate words. 

Note that the proposed recognition model is essentially a 
hypothesis-test, or analysis-by-synthesis, model. It has been 
proposed in the past for speech analysis' (Bell et al., 1961) as 
well as for speech perception (Stevens and House, 1970). The 
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Figure 1: A Speech Recognition Model 

A proposed ipeech recognition model th•t •ttempts 
to incorporate fe•tures for dellling with variabilities. 

success of such a model relies heavily on the assumption that 
the number and the dimensionality of the hypotheses remain 
small. In our case, this is achieved through large-scale hy­
pothesis pruning utilizing a proper set of constraints. Once 
the number of hypotheses becomes manageable, attention can 
be directed toward detailed acoustic cues that will enable us 
to make fine phonetic distinctions. The model is also compu­
tationally efficient since detailed acoustic cues are computed 
only when necessary. During verification, the acoustic cues 
can be determined in a prioritized manner as well. The com­
putational savings, however, should be considered a side ben• 
efit; the primary appeal of the model stems from its ability 
to deal with variability. The coarse analysis is desirable be­
cause the resulting representation is relatively invariant across 
contexts and yet implicitly captures lexica.l and phonotactic 
constraints. Since detailed phonetic recognition is often error­
prone, deferring this process will minimize error propagation. 

To successfully implement such a model, mechanisms must 
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he provided to insure that correct word candidates are not ac­
cidentally pruned and irretrievably lost. Errors of this sort 
occur for two reasons: either the coarse classifier makes a mis­
take or the lexicon does not anticipate a particular phonetic 
realization for the word by the speaker. This problem can be 
alleviated by permitting the lexical access procedure to accept 
reasonable inserlions, deletions, and substitutions. H the er­
ron are indeed reasonable, the correct word candidates should 
have better scores than the incorrect ones. 

While the discussion leading to this model has focused on 
isolated words, the model ca.n, in principle, deal with con­
tinuous speech as well. Instead of working with a set of word 
candidates, the verifier would deal with a lattice of word c.lndi­
dates. Provisions would then be made to determine and com­
pare the relative goodness of words and word strings, subject 
to phonological, synbctic, and semantic constraints. Recent 
lexical studies using larger linguistic units such as syllables and 
metrical feet (Huttenlocher and Withgott, personal communi­
cation) show that these unit• exhibit constraints of similar 
magnitude. Using these large units may prove to be a more 
elegant way of accommodating continuous speech. 

!Research Supported by DARPA under contract N00014•82-
K-0727, monitored throught the Office of Na.val Research.) 
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ABSTRACT 
Ongoing research to identify phones and measure 

their durations in recordings of read speech has resulted 
in the analyais of 10,300 phones produced by six talkers. 
The texh, the marking technique and some pr!!liminary 
results were reported previously [2]. This report extends 
the earlier findings and tests for the presence of well­
established durational cues cited in the literature. The 
analysis found, in general, that most of the cited effects 
are not dearly evident in continuous (read) speech aig­
nals. Some findings to be discussed are (a) complete­
ness of stops; (b) stop variation in context; and (c) vowel 
lengthening. 

INTRODUCTION 
This is a progress report in an on-going program 

dealing with segmental durations in connected speech 
aignals. An earlier report [2] described, in detail, the 
speech materials, talkers and methods of analysis. The 
study of these recorded materials has continued with an 
emphasis on segment durations and modeling or distribu­
tions. This report. deals with measurements made on two 
scripts as spoken by six typical talkers-three from the 
original slow group (Nos. 1, 4 & 7; Table II (21) and three 
from the /rut group (Noa. 22, 34 & 43.) The scripts total 
approximately 600 words in 33 sentences (2, Appendix]. 

As before, the speech-sound segments of the readings 
were identified by studying a computer-graphics spectro­
gram and/or waveform display while simultaneously lis­
tening to the signal and by applying most of the stand­
ard criteria of acoustic and auditory phonetics. For stops 
and affricates the hold portions were measured (with oc­
casional exceptions), as well as the plosive releaae. For 
■tops with nonplonve releases-nasal, lateral, etc.-the 
released portion generally was included in the following 
segment. Word and pause boundaries are marked and 
have been used in the analysea. 

SEGMENTAL DURATIONS 
On the completemm of atop,. A finding in Crystal 

& House [2] was the low percentage or "complete" stops 
(hold + plosive release) in the sample. Recently, stop 
closure duration was studied [6] with •aytematic condi­
tionst using a corpus in which more than 95% of the 
at.ops were complete. Such a corpus may be very un­
characteristic of standard speech. 

In this corpus the over-all frequency of occurrence or 
. complete stops is 59%. There is a tendency for voiceless 
stops to be complete a higher percentage or the time 
than voiced stops (over-all,.__65% va. 51%), particularly 
In word-final position (4270 "'· 18%.) As expected, 
word-initial st_ops are comrlete more oRen than word­
ftnal ones (85% "'· 33%. There is a tendency, also, 
for velars to be complete more often than more fronted 
stops. Stop completeness is examined more closely in 
Table 1. The table entries display individual stops in 
various contexts, as indicated. Caveat lector: Validity 
is limited by small sample size and consequent atypical 
phoneme distributions! 

The finding that plosions for /t/ and /k/ were al­
ways, essentially, measurable following /s/ 1s a little un­
expected; they are considerably shorter, however, than 
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Table 1. Proportion (Pr) of occurrence or complete 
1top11 in various context,. Symbols: SI= silence; # = 
word boundary; - = undefined context; N = total 

tokens in cateiof. Six talkers; two acriP.ts. [A] #stop-; 
IBJ # stop+lfr; C] #s+atop+vowd; [D] #s+stop+r; 
[E -stop#; [F -atap#SI. 

Poaition in Word 
An11 Initial Final 

Stop A B C D E F 
p Pr .55 .88 .94 - .34 .23 -

N 108 42 18 0 6 43 0 

t Pr .61 .84 .67 1.00 .96 .36 .49 
N 734 234 18 66 24 363 40 

k Pr .77 .98 1.00 1.00 - .69 .95 
N 310 137 17 8 0 73 21 

b Pr .79 .79 .82 - - - -
N 208 206 29 - - 0 0 

d Pr .34 .81 .92 - - .18 .31 
N 471 116 12 - - 320 51 

g Pr .87 .93 .76 - - .34 1.00 

N 60 54 17 - - 8 1 

All Pr .59 .85 .79 * * .38 .48 
N 1891 798 111 * * 838 163 

*(voiced cognates do not occur) 

the plosions of singletons. In the case of stops followed 
by /1/ or /r /, the plosion releases that occur generally are 
lalhzed or rhoticized. It is interesting to notice, also, that 
a higher percenta,e or plosions occurs in prepausal word­
flnal stops (col. F) than in word-final stops in general. 

Completeness of stops appears to be related to talk­
ing rate. The counts in Table 2 show that the fast talkers 
had about 10% lower completion than the alow talkers. 

Differentiation of stop accluaion. Table 2 displays 
the duration of stop occlusions (holds) as a function of 
voicing characteristic and of place of articulation. (The 
results for all stops are highly similar.) 

Table 2. Analysis or hold portions of complete stops 
a:cording to voicing characteristic (two left cols.) and 
place of articulation (three right cols.) Three alow and 
three faat talkers. Two scripts. N = number of tokens. 
Dur = duration in ms. 

Voicing Placr: 
Talker, Voiced V'le,a Labial .Alueol. Velar 
Slow Dur 54 55 58 50 62 

N 202 388 120 322 148 
Frut Dur 54 50 56 48 53 

N 173 356 104 281 144 
All Dur 54 53 57 4g 58 

N 375 744 224 603 292 

The entries indicate that the hold portions of the alow 
talkers tend to be a few ms longer than those of the /aat 
talkers. The durations of the holds of voiced and voice­
less stops are not substantially ditl'erent, contradicting 
experiments using citation forms [1] or words in a frame 
r10). Thia con.firms earlier observations [2] questioning 
f.he potential usefulness or a putative perceptual cue [l, 



SJ baaed on 1uch a ditrerence. (On the other hand, the 
aTerage plo,ioru or voicelea1 stops are about twice as long 
a1 those or voiced stops, as noted earlier by Zue [11].) 

The efl'ect or place or articulation is complicated. 
The average durations of the hold portions for the three 
(putative) places or stop articulation (right portion of 
Table 2), while not very different, show a definite ten­
dency for alveolar stops to be shortest. The ploaions give 
a different pattern, however, with duration increasing, on 
the average, as the point of contact moves from the lips 
to the velum. This results in total atop duration that, 
on the average, is about 80 ma for alveolars and labials 
and about 100 ma for velars. 

O'Shaughneasy [9] measured durations of sounds in ' 
French words embedded in a sentence frame. In his 
materials labial stops were about 20 ma longer than lin­
gual stops, with both types being considerably longer 
than the present results. He also has reported average 
stop (hold) durations for a read French passage [8] that 
are more comparable to the values in Table 3, but reports 
that voiceless stops are 10-15 ma lonfer, on the average, 
than voiced stops (63 ms "'· 78 ms. Zue's fll] finding 
of longer releases for velars compared to labials and al­
veolara is supported in these materiala, but his finding of 
longer hold portions for /p/ u,. ft/ and /k/ is not. 

The corpus also contained 705 hold-only stops, viz., 
without plosion per ,e. The average hold duration for 
these stops is the same, eSBentially, as that for complete 
stops, and the tempo-group ditrerences are comparable. 

The over-all conclusion, supported by (6], is that, in 
continuous speech, the hold portions of atop consonants 
are not strong indicators of voicing characteristic or place 
of articulation. 

Vocalic uariation. A contextual effect that is well­
studied in English-lately in l6]-is the change of vocalic 
duration as a function of the voicing characteristic of the 
following consonant in the same syllable-the so-called 
lengthening-be/ore-uoicing effect. In [2] it was found for 
long {that is, ten,e) vowels preceding stops, but not for 
short (laz) vowels preceding stops, nor for either type or 
vowel preceding fricatives. In the present data the effect 
was investigated when the consonants are word-final and 
when they are word-final and prepausal, Tliz., followed by 
a pause (but see caueat above.) Two general facts emerge: 
(1) the average duration of vowels preceding word-final 
prepausal consonants is considerably longer than that of 
vowels preceding word-final consonants in general, and 
(2) with the prepausal constraint, the data demonstrate 
the lengthening-before-voicing e.ll'ect. The only exception 
noted was for the few cases of short vowels preceding 
fricatives. With this exception, there is an average 20-ms 
lengthening associated with vowels preceding prepausal 
voiced (u,. voiceless) obstruents. Without the prepausal 
constraint, however, the effect is not evident. It can 

. be noted, also, that the progressive lengthening of short 
vowels before /t/, /s/,,n/, /d/ and /z/, pointed out in 
Lehiste (4), is not foun in the present materials. 

O'Shaugbnessy (9] described two •strong" precon­
sonantal e.trects on vocalic duration in French: lengthen­
ing before voiced fricatives and ahortening before voice­
le111 obstruente. Neither effect is obvious in the present 
data, but there is a tendency for long vowels to lengthen 
before voiced fricatives. In (9) there also was a •weak" 
tendency for vocalic duration to vary inversely with vowel 
height. The present data confirm this for high (long) 
vowels (viz., Ji/ & /u/: N = 379) which are, on the 
average, shorter-108 ms-than other long vowels. How­
ever, the relation faila when mid (long) vowels (/e/ & /o/: 
N = 318, Dur= 141 ms) are compared to !ow (long) 
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TDWela (/a/ & /e/: N = 464, Dur= 132 ma.) 
Chen (11 reported that the lengthening usually at,. 

tributed to the voicing characteristic of a postvocalic con­
sonant functions across intenening sonorants separating 
a vowel and an obstruent (,ent "'· ,end.) In his citation~ 
form data, both sonorant and vowel were lengthened be­
fore a voiced, compared to a voiceleBB, obstruent. A 
rough test-long and short vowels, separately, before 
nasals and liquids followed by /p/, /t/, /k/, /f/, /f/, /11/ 
and their voiced cognate1-shows the effect to be quite 
robutt in the present data. 

Table 3. Mean .durations (Dur) and standard devia­
tions (SD), in ms, for five •matched" pairs of back and 
front vowels preceding word-final stops and nasals grouped 
by place of articulation. N = number of tokens. Types 
in groups not equated. 

Back Vowel, Front Vowel, 
Coruonant Claa, N Dur SD N Dur SD 

Labial 80 128 42 82 116 56 
Dental 262 125 58 411 84 48 
Velar 12 67 14 82 92 35 , 

Another potential influence of consonantal context 
on vocalic duration is a place-of-articulation effect dis­
cussed by Fischer-J,srgensen [31 in which, before labials 
and dentals, back vowels > front vowels, but before 
velars, back vowels < front vowels. Data for exam.inin; 
this effect are presented in Table 3 (see caueat above.} 
For each consonant class the vowel category that, on 
the average, is longest, is the one predicted by Fiacher­
J,srgensen. The Fischer-J!llrgensen study followed one by 
Maack 17], which claimed the relation "vowel+velar > 
vowel+dental > vowel+Iabial," but this relation does 
not hold in the present data. Further tests of vowels 
preceding word-final labial, dental and velar consonants 
using (1) 10 vowels (six long; four short) and {2) using all 
vowels occurring in the context resulted in an ordering by 
vocalic length that was the reverse of that described by 
Maack (7]. There are reports also on durational variation 
according to voicing characteristic for vowels following 
stops [3, 9]. Some or these phenomena are found in the 
present data. 
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l"sing .,tre111J information i11 a AfarkotJ 11ource-bascd largr. 
vocabulary speech recognition 1111.,tem providea n u1ay to e:r­
ami11e a 11011/ocal cue u:hicl, is generally poorl11 represented 
b11 the Marko,· sourre model. In thi., paper, WC eresenl an 
algorithm for c.,timating tire 11tress JJattcrn based on s11llable 
durations and slrort-timr. energicii. The output also givca the 
probabilit11 of the corrci:lt1c1111 of tire estimated stress pattern. 
The parameters arc first 11ormalized in an attempt to rcdutr. 
11ariabilit11 due to different linguistic contexts. The 11lre11s pat­
tern is then estimated baaed on a 11tatisticul approach. After 
i11itial training, tc.,ts on a 11e111 word li11t 11ieldcd fJ!i !;, wrrcrl 
detection of the 1111llab/e carrying the primur11 stres11. Firrnl/11. 
inclusion of this algorithm in a large vocubular11 isolated word 
recognition 111111tcm contributc11 to its arcuracy. 

INTRODUCTION 

The goal of this research is to devise an algorithm for 
the estimation of the stress pattern of a spoken word from 
its arnustic signal. Such an algorithm would serve ns n com• 
poncnt of a speech recognition system. Input to the stress 
pattern estimation algorithm consists of a word 's hypoth­
esized phonemic transcription with stress markers and the 
corresponding acoustic signal. The output is a probability 
estimate of the correctness of the hypothesized stress pat­
tern assuming the segmental transcription is correct. Only 
duration and short-time energy arc used as parameters. 

The definition of stress differs depending on whether we 
regard it from the point of view of the speaker or from the 
point of view of the hearer. From the speaker's standpoint, 
stress may be defined in term of greater effort to produce a 
syllabic. From th<> listener's standpoint, stress is manifested 
by duration, energy level and increased (or d'ecrcascd) pitch. 
Moreover I stress information is not strictly localized in time 
but requires information from the surrounding syllabics of 
the word. In other words, stress is a contrastive nonlocal 
cue which overlaps adjacent segments because it is expressed 
relative to other 11cgmcnt11. In this work, since we arc inter­
ested in speech recognition applications, we will adopt the 
listener's point of view. 

The purpose of the stress pattern estimation algorithm 
is to sharpen the overall accuracy of a Markov source-based 
speech recognition system. The incorporation of this algo­
rithm as a module in a recognition system will also provide 
a way to examine a contrastive nonlocal cue. Nonlocal cues 
arc poorly represented in the framf'work of Markov models. 

A published lexical stress detection technique due to 
Aull (1984) may be described as categorical since no con­
fidence estimate of the decision correctness is made. Aull 
tries to find the primary stress syllable of the word and the 
remaining syllabics arc labelled by rules as either unstressed 
or reduced. The present paper explores a probabilistic lexi­
cal stress detection technique. First, a normalization is ap­
plied on the energy and duration parameters in an attempt 

• also wiLh Bell-Northern Research, Montreal, Canada 

73 

to reduce the variability due to different linguistic contexts. 
Second. the algorithm finds the hypothesized primary stres!> 
syllabic baiwd 011 a statistical approach. Fiually. the prob11-
bilitie.~ of th<> estimated stress pattern and the lexical stress 
pattern (IIS given by the Webster's Scvcmth New Collegiate 
Dirtionary) arc evaluated. 

DESCRIPTION OF THE ALGORITHM 
Duration. energy level and pitch of the syllable are pho­

nctir correlates of str<."\S. But stress is not the only phc-­
nomenon which exerts an influence on these parameters. 
lntriusir phonetic characteristics, phonological context, pre­
pausal lengthening and speaking rate may also affect them. 
Hence thf' lexical stress algorithm uses II scri<!b of fixed cor­
rection fact.ors to compensate for each of these effects except 
stress. bi this study, only the duration and energy level 
cues are used. Pitch is not employed due to the difficult,y 
of extracting reliable fundamental frequency informatiou. 
Since stre!is principally aff<>rts the vowel part of the syl111-
ble. we judge it to be sufficient to examine only this class of 
phonemes. By doing so, we avoid h11ving to segment difficult 
classes of phonemes such as initial and final voiceless stops. 
Hence. the duration cue used by the stress algorithm is t.he 
duration of the vowel part. Similarly, the energy level cue 
is the average of energy level over the vowel. The phonemic 
segmentation is based on a Viterbi alignment technique. 

Normalization of intrinsic phonetic characteristics is used 
to compcnsat<> for the intrinsic duration and intensity of the 
vowels. For example. for the same source power the high­
front-vowel l will generally be less intense than 11. low-back 

a . Hence. rompensation fartors arc proposed for the in­
trinsic phonetic characteristics to counter this variability. 
The compensation factors that we use rom<> from two studies 
of Lehiste ( 1060. 19i0}. Similarly, phonological normaliza­
tion is used to rompens11te for the influcnrc of the adjacent 
phonemes on the duration of the vowel. For example, a 
vowel is longer if the syllable ends with a voiced stop rather 
than a voiceless stop. The phonological duration compen­
sation factors come from the previously cited Lehiste study 
(1960). The phonetic description of the syllabic is given by 
the dictionary. No phonological energy rompensation fac­
tors arc proposed. A fixed factor is proposed to compensate 
for J>repausal lengthening. Finally, linear normalization of 
parameters, such that within a word the normalized du­
rations sum to unity and the normalized energies sum to 
unity. acts as a compensation for speaking rate and overall 
speaking level effects. 

Figure 1 shows the distribution of vowels based on stress 
type for a corpus of 135 two-syllable words read in isolation 
from II text by a male speaker. The symbol P stands for pri­
mar11 stre1111, S for ser.ondar11 11tres11, U for unspecified stress 
as given by the dictionary. The unspecified stress syllabic 
is one with no lexical stress marker and it corresponds ei­
ther to a ternary stress syllable or an unstressed syllabic. 
The vowels arc represented by their normalized, compen• 
sated parameters. No evident demarcation between the un­
specified and secondary stress syllabk'S is seen. It appears 
from this figure that three regions can be identified: a region 
where the primary stress syllabics predominate, another one 
where the unspecified stress and secondary stress syllables 
predominate, and finally an overlapping region where all the 
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Fig. 1 Distribution of vowels. 

types of stress are present. Similar figures arc obtained for 
three and four syllable words but with different centers of 
gravity for each region. The difference between centers of 
gravity is due to the fact that we normalize the sum of each 
parameter to unity regardless of the number of syllabics in 
the word. We conclude that a statistical approach is viable 
only to differentiate between the primary stress syllable and 
the other types of syllabics (including the secondary and un­
specified stress syllabics). Furthermore, it appears that an 
additional normalization factor applied to C'ach parameter 
for words containing more than two syllables can produce 
plots with renters of gravity similar to two-syllabic ones. 
Based on these facts, the energy-duration space has been 
partitioned into 41 r<'gions. The regions are enclosed by 
straight lines with slopes of minu.'I one. Regions corresJ)ond• 
ing to the overlapping region are of smaller dimensions to 
achieve finer discrimination at the category boundary. We 
allocate to each region a probability denoting a specific type 
of stress. The probability is bas<'d on the frequency of ap­
pearance of a specific type of stress within a region compiled 
from a list of 220 polysyllabic words: 

Pr[stress = X I region = YI = 
number of X in l" 
total number in Y 

A hand-smoothed version of results obtained with the above 
equation has been used. This is necessary to avoid unwanted 
effects of the relatively small sii'-e of the corpus such as a r~ 
gion not containing any data points. Finally, the estimated 
primary stress for the word is assigned to the syllable which 
has the highest probability of being primary. The probabil• 
ity of the maximum likelihood stress pattern is estimated 
as the average of syllabic probabilities with respect to its 
estimated type of stress. We use the average of syllable 
probabilities instead of the multiplication or syllable prob-­
abilities since the latter incorrectly favors words with the 
smallest number of syllables. The lexical stress probability 
is determined in a similar way except the stress pattern is 
now the one proposed by the dictionary. 

RESULTS 

After initial training, tests on the same speaker read• 
ing a new word list yielded 95% correct detection of the 
primary stress syllable when compared to the lexical stress 
pattern. A list of 50 words pairs such as P ERf r:el - pr:r F ECT 
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(noun/verb) and a 220 polysyllabic words constitute the 
training word set. The test set contains 112 new polysyllabic 
words. The syllable distribution within the test corpus is 
the following: 66% two-. 23% three•. 10% four- and 1% five­
syllable words. An examination of the errors reveals that 
of the 5% errors, three-fifths are due to incorrect phonemic 
segmentation produced by the Viterbi algorithm and on, ... 
fifth arP dur to a stress pronunciation of the word which dif­
fers from tha1 of th<> dictionary. A final test which consists 
of examining the contribution of this algorithm in a large 
vocabulary speech recognition system has been performed. 
The recognizer uses hidden Markov models to hypothesize 
a list of words with their associated probabilities. During 
this test. wc modify the likelihood of each word derived from 
the acoustic data by the probability that the required lexi­
cal stress pattern is supported by the observed stress data. 
Results show that the rank of the correct word in the word 
hypothesis list improves by an average of 0 .3 word positions 
when using stress information. This test is performed using 
60 test words. However, for two-thirds of the list the correct 
word ib already ranked first, so no improvement is possible. 
Excluding these top rank cases, the improvement amounts 
to an average of 0.9 word positions. 

DISCUSSION 

Lexical stress can be useful in recognition but its esti­
mation is difficult because 

• even in isolated word speech, word stress differs from 
thl' lexical stress pattern (l % of cases), 

• the lexiral secondary stress syllable is considered less 
stressed than the unspecified stress syllable of the 
same word in 30% of cases, based on a perceptual 
experiment with one subject on a list of 25 words. 

• normalized duration and short-time energy parame­
ters for secondary and unspecified stress form over­
lapping classes. 

Hence an approach which attempts to find the primary, sec­
ondary and unspl'cified stress syllables of the word is ex­
cluded. However, an approach which consists of finding only 
the primary stress syllable is possible and can also offer a 
good constraint. By expressing the confidence of the de­
tection probabilistically, the performance of the algorithm 
can be integrated with the results of the other recognition 
system modules. The technique described in this paper r~ 
spects these constraints and the performance of the algo­
rithm is extremely satisfying. However, the contribution 
of the algorithm to a large vocabulary speech recognition 
system is only a minor improvement in the rank of hypoth­
esis. Further improvements are anticipated from a better 
match between relative likelihoods based on acoustic-model 
estimation and stress estimation. 
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CHARACTERIZING FORMANTS THROUGH 
STRAIGHT-LINE APPROXIMATIONS WITHOUT 
EXPLICIT FORMANT TRACKING 

S. Seneff 

Rm 36-549, Research Laboratory of Electronics, M.I.T., 
Cambridge, MA. USA 02139 . . 

A new method for representing the formants of sonorant 
speech sounds is described. The method collapses the two­
stage process of (1) formant tracking and (2) abstraction of 
rates and directions of formant movements into a one-step 
process of directly assigning straight-line segments to the res• 
onance contours in the frequency-time space. The method re­
sembles techniques used in vision research Ill, and is also moti­
vated by observations of specialized frequency-modulation de­
tectors in the central auditory system [4]. The computational 
procedures are straightforward, leading to a. description of the 
formant information for a given vowel by a list of oriented 
straight-line segments. The line segments are not assigned 
to particular formants, such as F2• Instead, the recognition 
process is hypothesis-driven. For each vowel or diphthong to 
be recognized, a short description or expected ranges of fre­
quency and orientation in the time-frequency dimensions for 
the first two formants is given. Feasibility of the method is 
demonstrated by applying it to the specific task of recognizing 
the vowels and diphthongs of American English in restricted 
context, spoken by multiple speakers. 

OVERVIEW ' It is generally accepted that the frequencies of the for-
mants, particularly the first two formants, are the most im• 
portant information leading to tbe identification of vowels. 
Formant movements are also necessary for identifying diph­
thongs and semivowels. As a result, a number of investigators 
have attempted to develop formant tracking algorithms, which 
assign spectral peaks to specific formants, such as Fi, F2 and 
F3 • Once the formant tracks are available over time, it is possi• 
hie to develop algorithms that detect high-level features, such 
as a rising formant over the second half of a vowel. 

Our approach is to represent the formant information di­
rectly by a collection of straight line segments, thus bypassing 
the stage of formant tracking. The formant patterns are de­
scribed by oriented lines which often overlap in time and/or 
frequency, and which collectively provide sufficient informa­
tion for identification of the phonetic content. These line seg­
ments lead naturally to descriptions such as "rising formant", 
with the slope of the line conveying the degree of rise. 

The spectral representation, the "pseudo spectrum," from 
which the line segments are abstracted is obtained using an 
auditory-based signal processing method, as described in [2]. 
The method typically yields enhanced peaks at formant fre­
quencies with smooth transitions over time. For voices with a 
high fundamental frequency, the individual harmonics of the 
pitch are often resolved below the first formant, thus making 
it very difficult to track F1 in the traditional way. 

LINE FORMANT EXTRACTION PROCESS 
The process to obtain a list of straight-line segments de­

scribing the fonnant patterns in a given sonorant segment of 
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speech is illustrated in Figure 1. The pseudo spectrogram for 
the word "Burt", spoken by a male speaker,.is sliown in Part 
(a) of the Figure, with the frequency axis represented on a 
Bark scale. A nonlinear filter-and-quanUze procedure defines 
"On" and "Off" contour regions in time and frequency, shown 
in Part (b). Each robust peak in a given pseudo spectral cross­
section is allowed to vote for a best-fit line segment passing 
through its time-frequency location, restricted to stay within 
nn "On" region, a.nd oriented in one of 11 specified directions. 
The votes of the robust peaks are accumulated in a list giving 
information about the orientation, center-points in time and 
frequency, duration. and mean amplitude of each line. 

20 
,, ""'.'. (a) f 11 '. (b) I Cc) 

\ , ·~ t . ....... ! ;;:,, • ~ ' .. t •· . r ' ~ :~ill.\PM1 1 
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Figure 1: Illustration of Line-formant Abstraction Process 
(a.) Pseudo spectrogram for word "Burt"; (b) One-bit en­
hanced spectrogram defining allowable regions for line seg­
ments; ( c) Resulting line segments describing formants of vowel. 

The next step is to consider collectively the list of candi­
date lines over a time interval defined by the unknown vowel's 
extent. Usually, severa.l peaks vote for the same line or very 

similar lines. A heuristic algorithm wa.s developed to collapse 
the list of lines into a. new list, with "equivalent9 lines merged 
into a single representative, which includes a count of the 
number of votes being merged. Finally, the list is further 
pruu<'d, and line segments that appear to be insignificant are 
dir,carded. Elimination is based on threshold requirements for 
the numberofvotes, the minimum allowable duration, and the 
10ean amplitude. The line segments that remain after pruning 
in the example are shown in Part (c) of the Figure. 

The final step is to convert the list of line segments into 
a fuzzy descriptor format. The temporal extent of a given 
line is converted to a verbal description of its extent relative 
to the vowel end points, such as "first hal!9

• Similarly, the 
strength and orientation of the line are quantized to a small 
set of po88ibilities. Only the center frequency is retained as a 
number. Table 1 lists allowable categories for each item. 

Orientation 
Rapid Ri11e Rapid Fall 
Ri11ing Falling 
Slight Ri11e Slight Fall 
Steady 

Temporal 
At Start At End 
First Dalf Second Half 
In Middle Throughout 

Strength 
Strong 
Medium 
Weak 

Table I: Categories for descriptors of line formants. 

VOWEL RECOGNITION STRATEGY 
The line formant representation was applied in a speaker­

independent recognition tnsk for the following 16 vowels and 
diphthongs of English, restricted to /bVt/ context: /i, e, yu, 
I, c, a::, a, :,, o, A, u, u, a•, au, :,•, -:t/. The only step used for 
speaker normalization was to reference the center frequency in 



]. ltEDEPINING THE SEGMENTATION PROBLEM 

Within the context, defined above, 
speech-segmenting consists in researching an acoustic 
trajectory in the hope of tracking down targets, 
whether or not they are articulatorily"met. As may be 
noticed, the larl(er oroblem of target identification 
can be made to pertain co acoustlco-phonetic decoding, 
thanks to a grammar of distortions; as such a grammar 
of distortions can be inferred both from what is 
already known of co-articulation and from facts 
observed alon1t the tra,1ectory. 

"• AN APPROACH THROUGH ANALYTICAL-MECHANICS 

4.1. Usual Dimensions 
-- Beside the already defined notions of velocity 
and acceleration, other dimensions can also be 
computed : 

curvature radius of the trajectory at point H(t ) 
- torsion of the trajectory at point M(t ) n 

Whence it is possible co deal wl\:h the usual 
notions of rectilinear trajectory, stationary 
trajectory, etc. These notions can be extend over even 
lonii;er temporal window-slits by associating. to each 
point H(tn)' the variance-covariance matrix calculated 
over the m preceding points, using the m vectors 
fXn-.+l • • • lC } . The first two proper directions 
(proper vectors") of this matrix can be assimilated to 
the directions of, respectively, the mean velocity 
vector~ and the mean acceleration vector;• on both 
of whicli the computations, aluded to above, can be 
l"Un, 

Now, if a mass is associated to point H, any 
directional alteration is the resultant of all forces 
applied to this point. It being assumed that 
clustering forcea are frictionless, and that point H 
obeys strictly to the 11:eneral laws of dynamics: point 
acceleration (whether positive or negative) is the 
resultant of attraction forcea whose respective 
oriRins are the different targets -here considered as 
force fields, 

4.Z. Hodeli~ation 
In order to extract interpretable path-portions 

from the tra_jectory • the following assumptions are 
made: 

(a) the material point H moves towards one and 
only one target at a time, 

(b) a target is considered met, whenever the 
trajectory becomes quasi-stationary. 

(cl clustering forces are frictionless, 
(d) the mean velocity V increases with srieech 

output. --n 

(e) a target is there but fails to be met, 
whenever the trajectory shows either a retrogression 
point or a sudden and marked directional change, 

(f) around each target, there exists a force 
field the intensity of which decreases with speech 
output. 

4.3. Experiaentation 
-- In an initial study, the p parameters of RP to be 
retained were cues, otherwise used in speech analysis 
[Caelen et al, 81). They are slow-variation cues, and 
thus the trajectories secured were sufficiently 
"smooth" to be meanin,iful. Over a preliminary corpus 
(isolated words pronounced by 10 speakers) the 
following observations were made: (Fig. 1) 

(a) parameters are locally correlated according 
to phonemes; bringing out the existence of local 
clustering forces (or constraints). This should not 
come as a surprise, since we are dealing with 
co-articulation phenomena; but it allows (through 
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intercorrelation-coefficient parameters) to quantify 
these phenomena. 

(b) within a transitional phase between tarRets, 
the trajectory is quasi-linear (although this depends 
upon the coordinate system used). 

(c) the tra.1ectory is quasi-stationary whenever a 
target is met. A "Brownian movement" is then to be 
noticed around the tarii;et center, 

(d) the tra1ectory does exhibit a directional 
alteration, if a target fails to be met. • 

(e) whenever speech-output rate becomes high, the 
number of such "failed" cargets rises, while their 
mean reciprocal distances decrease. 

(f) point H picks up speed as it leaves a target, 
and slows down as it nears the next one. 

(p:) there exists a grammar of distortions that 
makes it possible to superpose various speakers 
respective utterance trajectories. 

4-"• Segmenting Automaton 
On the basis of the preceding observations (a 

through g) it is possible, for the purpose of 
seii;mentin.11:, to classify trajectories into three 
different types 
1 - "Brownian" trajectories (weak-amplitude 111otion 
abouts target center) corresponding to a "target-met" 
detection procedure (TH), 
2 - "Angular" traJectorles (ne,i:ative scalar product of 
mean velocities, retrogression point, slow down before 
odd point and speed up thereafter) corresponding co a 
"fsiled-tarll(et" detection procedure (FT). Note chat 
the failed target always lies beyond the retrogression 
point. 
3 - "Steady" trajectories (large curvature-radius, no 
odd point, maximum velocity reached about mid-course) 
corresponding to a transition-path detection procedure 
(T). 

These three types of trajectory define the three 
different states assumed by an automaton whose 
transitional arcs are activated by TH, FT and T 
procedures. 

5. CONCLUSION 

The above makes it possible to look at 
segmentin~, and subsequently at acoustico-phonettc 
decoding, from a new and maybe more advantageous angle 

instead of researching discontinuity, we would 
resort to the formal instruments of mechanics (or 
data-analysis) to examine local variations in 
speech-trajectories that are represented in suitable 
spaces. Such a representation allows for an ascending 
description, from acoustics to phonology; while 
by-passing any a priori (even implicit) phonetic 
model. At the same ti111e, it seems possible to find a 
grammar of distortions capable of superposing the 
several t ra.1ectories that correspond to one aequence 
uttered by several speakers. This kind of results, 
nevertheless, remains to be confirmed over large 
speech-corpuses and large numbers of speakers, 

Acknowiedgaent: I wish to thank 
California State University, 
translating this text from French, 
various improvements as I wrote it. 

BIBLIOGRAPHIC REFERENCES 

J.F. Halet (of 
Sacramento) for 

and for suggesting 

[Abry et al, 85) c. Abry, C. Benoit, L.J. Boe and R. 
Sock, Un choix d 'evenements pour I 'organisation 
temporelle du si~nal de parole, Proceedin11:s GALF-CNRS 
XlV~mes JEP, Paris, 1985, pp,133-135 



(Caelen et al, Bl) J. Caelen end G. Ceelen-Haumont, 
Indices et proprietes dans le projet ARIAL II, 
Proceedings GALF-CNRS, Processus d'encodage et de 
decodage phonetique, C. Abry, J. Caelen, J.s. Lienard, 
G, Perennou and M. Rossi eds., 1981, pp. 129-143 

(Cohen, 81) J.R. Cohen, Segmenting speech using 
dynamic programming, JASA, Vol 69, n"S, 1981 

(Fant, 73 I G. Fant, Speech sounds and features, MIT 
Press, Cambridge, 197 J 

I Fujimura, 81 I O. Fujimura, Temporal organi:tation of 
articulatory movements as a mul tldimensional phrasal 
structure, Phonetics, Vol. 38, 1981, pp. 66-83 

I Jakobson et al, SI I R. Jakobaon, G. Fant and M. 
Halle, Preliminaries in speech analysia, HIT Press, 
Cambridge, 1951 

(Ladefoged, 711 P. Ladefoged, Preliminaries to 
linguistic phonetics, The Universltv of Chicago Press, 
1971 

(Lindblom, 83) B, Lindblom, Economy of speech 
gestures, in; P.F. HacNeilage ed,, The production of 
speech, Springer-Verlag- Heidelberg, 1983 

(Rossi, 83 M, Rossi, Niveaux de l'analyse phonetique: 
nature et structuration des indices et des traits, 
Speech, Com,, Vol. 2, n• 2-3, 1983, po. 91-106 

flue, 83) V, Zue, The use of phonetic rules in 
automatic speech recogition, Speech. Com., Vol, 2, n• 
2-3, 1983, PP• 181-186 

... 
0 ... 
u 
ca .... 

-.... >, 

0 
er: 
Cl> 
N -... .... 
= .c 
I 
0 ... 

.ci, 

=N 

"' .., ... 
0 , 
Cl> 
.c ... 
... 
0 

>, ... 
0 ... 
u 
Ill .., 
al ... 

l-< .. ... . 
1,(1 .. 
"" 

ftl 

79 



INVARIANCE DBS SPBCfRKS DB PAROLE PAR ANALYSE DBS 
CORRELATIONS CANONIQUES. 

Adaptation d'un Syste■e de Reconnaissance de Huts 
lsoles a de nouveaux locuteurs. 

K.Choukri • ,•• ,G.Chollet .. ,Y.Gre"nier .. 

• Ia:aat:ci.Iesd!l'ml::l:l&is, OOE. RlJle d! t«M, 914Ei0 Mm:a.ms. 
• • EllBll-6'lC, CN\S tJ>.820, 46 ne B:lrtaJl.t, ~ Rlris, Fml:e. 

RESUME: 

Cet 11,rtkle decrit une technique d'adaptation d'un 
dictionnaire de formes de reference a de nouveaux 
locuteurs, dans le cadre d'un Systeme de Reconnaissance 
Automatique de la Parole (SRAP). Elle se base sur 
l'hypothese d'une correlation maximale entre les espaces 
spectraux du locuteur standard et du nouveau locuteur pour 
determiner un espace commun oil les spectres respectifs sont 
invariants. Une application a la reconnaissance des dix 
chiffres montre les ameliorations qu'elle apporte. 

ABSTRACT: 

Various speaker normalization and adaptation 
techniques of a knowledge data base or reference templates 
to new speakers in automatic speech recognition (ASR) have 
been studied during last years. This paper focusses on a 
technique for learning spectral transfor11ations, based on a 
statistical analysis tool (Canonical correlation 
analysis), to adapt a standard dictionary to arbitrary 
speakers which does not require prior knowledge about them. 
The proposed method permits to improve speaker independance 
in Large vocabulary ASR. Application to an isolated digit 
recognizer improved a 70% correct score to 87%. 

1. Introduction: 

La representation mathematique du signal de parole est 
deduite de l'onde acoustique acquise dans differents 
environnements {microphone, bruit ambiant, ••• ). La 
production de la parole {vibrations des cordes vocales et 
transmission par le conduit vocal) depend fondamentalement 
des caracteristiques physiologiques et articulatoires des 
locuteurs, de l' influence des contraintes semantiques, 
syntaxiques et lexicales (competence et aptitude 
linguistiques), de l'etat physique du locuteur (fatigue, 
emotion, ..• ) ainsi que d'autres facteurs 
paralinguistiques. 

Ces differences expliquent la variabilite inter­
locuteur observee dans le signal de parole. On observe 
aussi une variabilite intra- locuteur, mais beaucuup mains 
importante, ce qui explique les meilleures performances des 
systemes dependents du locuteur par rapport aux systemes 
independents des locuteurs. Cela explique aussi le biais 

introduit dans les mesures de distance spectrale. 

Pou. realiser- des systemes de reconnaissance 
independents du locuteur, plusieurs axes de recherche sont 
actuellement explores. On distingue trois grandes 
directions. La premiere tented' attenuer l' influence de la 
variabilite inter- locuteur en augmentant le nombre 
d'archetypes associes a chaque son dans le dictionnaire de 
reference, de telle sorte que tous les locuteurs 
representatifs de la population d'utilisateurs £assent 
partie des locuteurs d'apprentissage. Pour y parvenir on 
utilise differents artifices tels que chalnes de Harkov, 
analyse discriminante, Clustering, ••• 
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La seconde nethode cherche des traits invariants aussi 
bien au niveau articulatoire, acoustique que perceptuel et 
ne garde que ces parametres pour la representation de la 
parole. 

La premiere technique est telle que l' acquisition, la 
selection et le codage des references deviennent vite une 
longue et couteuse procedure. En outre le dictionnaire de 
references resultant occupe une place memoire 
substantielle et on ne fait pas appel a des donnees 
specifiques a la parole. La seconde technique, quoique plus 
attrayante, a encore besoin de quelques annees de recherche 
avant d'etre operationnelle, en elaborant un modele de 
l' influence des caracteristiques du locuteur et de ses 
habitudes articulatoires sur le signal observe. 

Ce papier concerne la troisieme technique qui est 
!'adaptation d'un SRAP de base a chaque nouvel 
utilisateur. 

Chaque individu ecoutant pour la premiere fois la 
parole d'un locuteur inconnu a souvent besoln des' adapter a 
la nouvelle voix ( ou d• adapter son apparail de perception), 
et les premiers mots d'un dialogue n'apportent guere 
d'informations que celles necessaires a cette adaptation. 
D'une fa~on similaire on peut envisager une ada?tation de 
SRAP base sur le dictionnaire specifique a un locuteur, a 
d' autres locuteurs sans acquerir leur dictionnaire 
specifique respectif. Ceci permettra d'utiliser des 
algorithmes qui ont fait leurs preuves et dont on connait 
les performances. Par ailleurs cette procedure peut etre 
accomplie d'une fa~on dynamique (Choukri et al.,1986), 
c'est a dire incorporee dans un systeme en configuration 
reelle d'exploitation ou d'utilisation. 

2. Principe de l'adaptation de SRAP au locuteur: 

Beaucoup d' auteurs qui s' interessent aux problemes dus 
a la variabili te du signal de parole cherchent a normaliser 
des parametres utilises dans sa representation. 11 tiennent 
compte de parametres articulatoires tels que la longueur du 
conduit vocal ou d'autres parametres tels que les positions 
relatives des formants. 

Le principe de la methode est base sur le constc1t qu' un 
meme "son", produi t par differents locuteurs, est 
interprete de maniere identique par les personnes qui 
l'entendent malgre la variabilite inter- locuteur. On peut 
done envisager un espace ou des sons phonetiquement 
identiques seront representes par des modeles identiques 
(Choukri et al. ,1986). 

Si on considere des cepstres sur une echelle Hel (HFCC) 
comme parametres representant la manifestation acoustique 
de chaque mot, l'espace associe a chaque locuteur est done, 
dans un premier temps, un espace cepstral ou la variabilite 
inter- locuteur s' exprh1e pleinement. Si on considere un son 
w (mot, syllable, ••• ) , on peut schematiser ces cons tats 
par la figure suivante ou { c;}. represente une succession de 
vecteurs cepstraux associee au locuteur j (Grenier,1980), 

(Grenier et al. ,1981): 

- u• ,, 

I011 ntiti, 

1 

~rap:imce laIBmle 



Le probleme de l'adaptation sera resolu si on arrive a 
determiner les references {cl}. associes au nouveau 
locuteur (2) a partir de celles associees a un locuteur 
standard (1). Il va de soi que nous ne connal trons jamais - a 
noins de refaire un apprentissage sur le locuteur 2 - les 
references exactes raais uniquement une estimation de 
celles-ci. 

Au lieu de chercher des transformations directes 
Ci • I( C 11 ), on se propose de chercher des transformations 
qui permettent de definir l' espace commun U. Pour cela on va 
partir d•un echantillon repr:esentatif des espaces 
parametriques C1 et C2 , par exemple une phrase code ou un 
nombre limite de mots. Ensui te on va determiner les 
projecteurs P" et Ps tels que les projections soient 
identiques. 

On se contentera dans un premier temps de 
transformations lineaires qui doment des spectres projetes 
aussi proches que possible au sens d'un critere d'erreur. 
Si on choisit le critere des moindres carres l'erreur de 
projection se traduit par l'equation (1): 

(1) 

Il est facile de montrer a partir de cette equation 
qu•on peut minimiser l'ecart entre les spectres projetes si 
et seulement si la correlation entre les spectres associes 
est 111aXi■ale, ce que realise l'Analyse des Correlations 
Canoniques (Golub, 1970), en fournissant les projecteurs 
PN et P5 en question (Choukri et al. ,19B6). 

L'analyse canonique a pour but d'etudier la position 
relative d'un nuage de points par rapport a un autre (dans 
notre cas cheque nuage representera l'echantillon d'un 
espace spectral d'un locuteur). Elle recherche des couples 
de variables, formes d•1111e combinaison des variables du 
premier nuage et d'une combinaison du second, les plus 
correlles possible. Elle permet ainsi de definir un espace 
parametrique ou les projections de ces nuages coincident au 
mieux (au sens d'un critere d'erreur), qui sere alors une 
sorte d'espace "typologique" des deux locuteurs. On parle 
alors d' invariance des spectres par analyse des 
correlations canoniques. 

3. Procedure d'adaptation: 

Pour valider notre propos on se propose d'appliquer 
cette 11ethode dans le cadre d'un systeme de reconnaissance 
de mots isoles avec un vocabulaire des db: chiffres. 

Le spectre est parametrise avec 6 coefficients HFCC 
par trame. Durant la phase d' apprentissage chaque chiffre 
est prononce une fois par un locuteur standard pour obtenir 
le dictionnaire de reference, La recoMaissance se fera 
grace a des algori thmes de comparaison dynamique 
classiques, la detection de debut et fin· de mot est realisee 
manuellement pour evi ter toute erreur de detection pendant 
1' evaluation de cette methode, 

La premiere phase de la procedure d'adaptation 
7onsiste a acquerir et a aligner temporellement un 
echantillon representatif de l'espace spectral associe a 
chacun des deux locuteurs. Ilse pose alors le probleme du 
choix de cet echantillon: que doit-on faire prononcer au 
nouveau locuteur comme "phrase code"?. 

Dans une evaluation preliminaire cet echantillon sera 
redui t a un mot ( le dixieme du vocabulaire). les meilleurs 
mots semblent ceux qui refletent le mieux la structure de 
l'espace phonetique (meilleure distribution dens le plan 
des premiers axes canoniques). Un logiciel d'analyse des 
correlations canoniques permet alors de definir le nouvel 
espace de projection. 

81 

Grace a ce logiciel on determine la base generatrice du 
nouvel espace sur laquelle on projette le dictioimaire 
associe au locuteur standard pour obtenir le nouveau 
dictionnaire, On se retrouve dans le cas d'un "SYsteme 
monolocuteur" et on reprendra les algorithmes du systeme de 
base, 

4. Bvaluation: 

Pour l' evaluation de cette methode on dispose d' un 
corpus de 130 mots (comprenant les dix chiffres) prononces 
par 100 locuteurs une seule fois. On cherche a evaluer la 
methode dans le cadre d'un systeme monoreference en 
insistent sur la variabili te inter-locu teur. 

Des tests preliminaires ont pour but d' evaluer le 
systeme non-adapte en ■ono-locuteur croise: le 
dictionnaire est obtenu grace a un locuteur standard et on 
le teste sur des locuteurs choisis parmi les autres. Ensuite 
avec les memes doMees on evalue le 5Ysteme apres 
adaptation. 

Les taux de reconnaissance sont presentes en donnant 
les "hons" candidats qui sont reconnus en premiere position 
ou dans les deux premieres positions avec l'intervalle de 
confiance correspondant a une probabilite d'erreur de 5%). 
Le taux de reconnaissance d'un systeme multi-reference 
utilisant les techniques de clustering (Syril) est de 93% en 
premiere position ( Ploconetal.,1984). 

Tawc de reconnaissance et intervalle de confiance 
premiere position deux premieres positions 

non adapte 70% (68, 73) 84% (81,86) 
adapte 87% (84,89) 92% (91,94) 

5. Conclusion: 

Ce papier montre une adaptation de dictionnaires de 
formes a de nouveaux locuteurs, Une application a des 
5Ystemes mono-reference montre que les tauic de 
reconnaissance sont ameliores de quelque 17%. Ce resultat 
reste ii confirmer dans le cadre des systemes Hulti­
references et de vocabulaire plus grands (130 mots). 
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ABSTRACT 

This study fits within the scope of the natural 
understanding of texts. Already known, simplified 
grammatical (syntactic, semantic) models of linguistic 
analysis have been either adapted or elaborated upon, 
in order to verify the hypothesis according to which 
there exist actual traces of abstract grammatical 
levels within the prosodic continuum of speech. 

A per-speaker statistical file was compiled, 
containing both (I-syntactic, 2-semantic, 3-pragmatic) 
parametera hauing from the above models, and 
phonetico-prosodic parameters that are specific to 
melodic, energetic and temporal (including pauses) 
registers. Such a file makes it possible, if we resort 
to correlation analysis, to secure a quantitative 
appreciation of variability in the strategies adopted 
by speakers, 

While anticipating an analysts of statistical 
correlations, the present article states the contents 
of the various analytical levels involved in the 
segmentation and labelling of a prosodic data-base, 

1. INTRODUCTION 

The problem we turn to is very aptly described by 
Hirst (1983) : "A deeper reason (for the elusiveness 
of intonation) comes from the fact that an adequate 
description of intonation needs to take into account 
not simply the phonology of the language, but also the 
syntax and the semantics, as well as the interfaces 
between the grammar and 'the real world' constituted 
by phonetics and pragmatics." Initially touched upon 
by Kellenberger (1932), this domain has since often 
been explored; particularly, within the last few 
years, in generative phonology --viz,, Cho111sky and 
Halle (1968), Liberman (1975), Liberman and Prince 
(1977) in the United States, and by Hirst (1983 a,b), 
Dell (1984), Dell and Vergnaud (1984) in France. 

The present paper does not deal at all with any 
theoretical excercise in generative phonology; 
instead, as a follow up on previously published 
preliminary work (Caelen-Haumont 1985), it reports on 
a linguistic analysis (for syntactic, semantic, 
pragmatic and prosodic components) that was run in an 
experimental attempt to relate text structures to 
prosodic ones, by means of a prosodic data-base. The 
categories yielded by this lin~uistic analysis are 
used as labels in the prosodic data-base; eventually, 
either they are symbols (alphabetic ones) involved in 
the computation of various avera~es, or they are the 

'addresses of event-parameters (e.g., pause duration). 
Therefore, the parameters involved in correlation 
analysis issue either from computations run at those 
addresses, or from numerical categories involved in 
labelling, 

2. LINCUISTIC ANALYSIS 

!:.!.! Text Analysis 
Thia involves three different components, 

2.1.1. Pragutlc Coaponeot 
The 3 successive reading instructions determine 

different relationships between the linguistic Sil(na 
imbedded in the text and their human users (reader to 
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human/computer listener); a three-grade scale being 
thus defined on the prairmatic axis : instructions 1 
throul(h 3. 

2.1.2. Syntactic Component 
The model text is li■ited to a set of sentences 

without subordinate clauses. The syntactic component 
is limited to a morpholoRical analysis, as well as to 
an analysis of the syntactic complexity. 

ThrouRh morphological analysis (1st level}, a 
phonetic item (acoustical realization phase, phoneme, 
syllable or word} can be identified by locating it 
with respect to sentence boundaries, or to boundaries 
of groups (this term being, here, conceived of as 
designating a unit that pertains to the next deeper 
level, beyond the surface structure). Or again, a 
phonetic item can be identified by locating it within 
these groups. A further distinction (2nd level) is 
made by specifying whether a word is mono- or 
pluri-syllabled and, in this latter case, whether a 
syllable is initial, final or intermediate within a 
word. Words with a final /a/ are in effect no problem, 
since the syllable that can actually be stressed can 
be counted ss the real final syllable; provided the 
subsequent consonant, or- consonantic group is also 
counted as part of it, and the /1 / as a post-final 
phoneme. A third phase of analysis involves two 
facets : l / a desert ption of how a word appertains 
ii:rammatically -1,e., whether it is a "lexical" or a 
"ii:rammatical" word, eo111etimes referred to as a "tool" 
word- and 2/ an identification of 2 constituents 
having specific prosodic properties (coordinating 
conjunction end clitic}. 

All these different items of information can be 
recombined in such a way as to suggest 18 different 
2-character codes. This code is illustrated on fig. 1. 

At this stage of analysis, the depth-degree of a 
group within the constituent structure of a sentence, 
is not taken into account; ma1or and minor groups 
being lumped together. This reinforced type of 
structure analysis tackles syntactic complexity. 

Unlike morphological analysis, which proceeds by 
means of syabolic designation of elements, the coding 
procedure we describe here is quantitative, As is done 
with the semantic-complexity analytic model, 
quantification of syntactic complexity is performed by 
means of a procedural graph. 

In its present stage, the syntactic model 
emphasi.tes deep structure at the expense of surface 
structure : despite their actual diversity, relations 
among the infra-syntagmstic units that make up the 
group have all been given the same weight (i.e., +l). 

The kind of analysis, herein described, has no 
claim to being exhaustive. It purpor-ts, instead, to 
recognize and quantify more or less complex 
constituents or processes of syntax; whether, in the 
process of either coding or decoding linguistic units, 
such complexity is a matter for grammatical theory or 
for psycho-linguistics, In any event, this complexity 
is to be perceived at different levels of analvsis. At 
the level of structure , the deeper a constituent is 
thought to be --and aub5equently the more extent the 
sentence-- the more weight is ascribed to it : the 
heaviest weight, in the sentence, beinp; ascribed to 
the P-level constituent -1.e., the final one- while 
the skipping rate, from one hierarchical level to the 
next, is taken to be equal to 1, 

The syntagmatic-relation module describes 
relations among constituents, in three different 
locations : definite end of syntagma, relative end of 
syntagma followed by a coordinated or- a subordinated 
syntagma (respective weights for this three 
situations +3, +2, +l). Finally, the model is 
sensitive to constituent order, and displacement 
within the structure is ascribed a +2 weight. Figure 1 
shows an example of syntactic-complexity 



quantification that is obtained through adding the nodule weights, described above, to eachother. 

2.1.3. Se.antic COllpOnent 
---T-his study also at te111pted to quantify the 
ee■antic coaplexity of the lexical items in text, by means of a new analytic model. This complexity is analysed from ~he point of view of any person insofar as he is considered outside his own speciality domain. This 111odel is otherwise explained ( Caelen-Haumont, 1986) and applied to textual analysis. 

The 1110del sought to describe the semantic effect, not the means of achieving it. In this matter, although they participate to the elaboration of meaning, the syntactic atructuration prcrceasea have not been made explicit. The actual application range of this model is not the sentence but the text. The method, used, assumes both the intra- and inter-lexical components to be textwide dimensions; two dialectical poles in between which meaning is generated, in the course either of writing, reading, listening, or of analyzing the text for meaning. The analytic model consists of three modules 
1- intra-lexical analytic module : 

a/ lexical-item register fundamental, standard or specialized but vulgarhed, specialized (respective weights : +l, +4 and +7) 
b/ referent : concrete, concrete/abstract for items with two different acceptations (e.g., "combination"), abstract or iiwa11;inary (wei.ll(hts O, +2, +4). 
c/ epeci fying an essence l / "state" or spatial notion of structure, 2/ relational link between concrete or abstract objects, 3/ "process" or temporal notion of evolution, 4/ combination of both (example : the lexeme "addition") with respective wel,ll(hts : O, +l, +l, +l. These notions are independent from syntactic categories. 
d/ desi.ll(natinjl; of something in nature: "substance" or nature of the designated object and "attribute," quality ot the latter. In turn, substance 

is subdivided into either spatial or te■poral type categories (example: perfective vs. imperfective for "process"); these two notions possibly neutralizing eachother or combining together. 
The "attribute" category covers the distinction between intrinsic and extrinsic attribute, and it applies to both types of substance, contemplated in their own pecularity. 
At the outcome of this analytic level, quantification is obtained through repeatingly adding 0 or +l weights. 

2- transition module 
Thia causes a lexeme to change category according to context: ft either simplifies or complextfies (respective weights : +land +2, exaaple : abetract to concrete (+l)). 

3- inter-lexical analytic module 
It encompasses various lexical networks both of form and of content, For11 repeating the tenn coftlfflands either -1 or -3 weight, depending on its register, as defined above. Content : 
a/ use in the fil':urate possible (no figurate or clichE, lexicaltzed fijl;urate, living figurate -respective weights : O, +3, +5). 
b/ occurrence of a lexical field (belonging to the field or initiating it, changing field, weights : o, +2 ), 

At the outcome of the procedural graph, each lexical ite11 is given a weight (in the range 1 to 25) which is held to be a quantitative (though subjective) assessment of its complexity of meaning and, followingly, part of the complexity of meaning of the whole text. Example on figure l. 

83 

2.2. Pro1odic Analysis 

~ Plonettc Aspect 
Concerning this aspect, two dimensions are considered : the phonemic and the infra-phonemic. 
On the phonemic level, 43 labels are made available; beeide the pause, various allophones. On the infra-phonemic level, the notionB of realization phase and of "intonemes" are co11bined to yield 9 one-character codes. These structure up the phonemic space that has already been pre-segmented into "phones" (see l., above); on the one hand, in terms of realization phases -set-in, sustained, caudal- baaed on acouetic-cue behavior and, on the other hand, in terms of beginning and end of specific intone111ea, spotted on the melody curve. In the present work, only continuity-intonemes have been retained and, for the sake of generalization, both maxima and minima of all final vowels of lexical words (as well as adjacent phonemes vithin the syllable, whenever necessary) have been coded, even in the case of weak or zero tonal 

va ria tion11. 

~ Prosodic Relief-Map 
The tonic-stress structure ls analyzed according to the traditional key-points, baaed on position and quantity criteria onset, pre-tonic, tonic and post-tonic vowels. With an aim to testing the influence of stressed-vowel position upon prosodic quantity (cf. notion of metrical structure in generative phonology), both types of vowels located between attack and stress have been numerically coded in decreasin~ order, down to the pre-tonic -coded l. An illustration of phonetic labelling (phonemic, infra-phone11ic and prosodical levels) is given figure 1. 

3. CONCLUSION 

The syntactic, semantic, pragmatic and prosodic components supplied a set of alphabetic and nu•erical labels. These were used to code the linguistic units (infra-phone,dc itema to sentences) or events of a prosodic data-base. A base containing prosodic data was set up on LSI 11-73 fro■ a corpus handled as follows i 10 speakers readin,11( a 45-word text, under 3 successive, increasingly demandinl( sets of instructions --1.e., 1/ natural and intelligible reading, 2/ very intelligible reading, and 3/ very very intelligible reading for the computer. This made for 30 uttered texts. Once segmented and labeled the 30 data-files were fed into other etutitical files that were set up through automated extraction of parameters deemed relevant --e.g., items of syntactic complexity, pragmatic situations, prosodic values (Fo, energy, duration) at certs in points of the statement that are localized through the linguistic item addresses. By facilitating various types of data-analysis --e.g., of correlations {Caelen et alii ,1985 a,b)-- this prosodic data-baaa opens up a possibility of working on the verification of various hypotheses concerning the presence, within speech and more specifically within loud reading, of grammatical-structure cues of a syntactic, semantic and praRfflatlc type. 

Acknovledgaeot: I wish to thank J.F. Malet (of California State University, Sacramento) for meticulously translatin~ this text from French, 
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ABSTRACT 

This paper describes a method of 
organization of Phonemic space for phoneme 
recognition. Phonemic space Is obtained· by 
clustering speech spectra and spectral 
changes. Power change, LPC cepstral 
coefficients and the differences of LPC 
cepstral coefficients are used to represent 
the characteristics of the spectral contour 
and spectral change. The efficiency Is shown 
by an experiment of phoneme recognition. 

INTRODUCTION 

There 
difficult 
precisely. 
fol lows. 

are many factors which 
to extract phonemic 
Some of the factors 

make it 
features 
are as 

(ll In continuous speech, boundaries between 
adjacent phonemes are uncertain and It Is 
difficult to segment correctly. 
12) There are many variations In Phoneme 
patterns. 
13} As the characteristics of phonemes exist 
not only In spectral contours but also In 
spectral changes, both static and dynamic 
properties in speech signals must be 
considered as acoustic features. 

Vector quantization (VQl method is an 
efficient method to encode speech 
slgnals[IJ. We have used the VQ technique as 
a clustering method to extract phonemic 
features frame by frameC2J [31. In this 
paper, an organization of phonemic spaces 
with a VQ technique ls discussed and we 
consider the relation between acoustic 
features represented by VQ codes and their 
phonemic features which belong to the 
clusters of the VQ codes. 

REPRESENTATION OF ACOUSTIC FEATURES AND 
PHONEMIC FEATURES FOR CLUSTERING 

Acoustic Features 
Acoustic features defined in each 

frame are LPC cepstral coefficients called 
Level I feature, changes of LPC cepstral 
coefficients called Level 2 feature and 
PDwer change. The Level I feature is 
calculated in a frame and denoted by the 
follow l ng. 

Level l feature: (Cl(ll, •.• ,CICnll, 
where n Is the order of LPC analysts. The 
Level 2 feature and the power change are 
defined as the differences between the 
Parameters in the first half and the second 
half of the frame. If the LPC cepstral 
coefficients in the first half and the 
second half are denoted by 
cc21c11 •••• ,c22cn1> and cc22<11, ..• ,c22cn>> 
and the powers Pl and P2, the Level 2 
feature and the power change tn the frame 
are defined as follows. 

Level 2 feature: <b.C211>, ... ,b,C21n», 
where 
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..6,C2Cll = C21Cil-C221i>. li=l, ... ,nl 
Power change: 

A P = c P2 - P 1 I I P 1 
The Level 1 feature shows a spectral contour 
whtch represent a static property ln a 
frame. The Level 2 feature corresponds to 
the change of the spectrum. This feature ts 
efficient to describe the precise movements 
of spectrum In a frame. especially tn 
transient parts of speech such as consonant­
to-vowelCCVI sounds. The power change shows 
a global changes such as the change from 
silence or unvoiced sound to voiced one. 

Phonemic Features 
A label called a frame label which is 

composed of three phonemic symbols ls 
assigned to each frame by visual inspection 
before clustering. For example, If a frame 
belongs to a transient par~of speech I.pa/, 
where I.I means silence, the frame labels 
such as / •. p/, /.pp/, /ppa/, /paa/ or /aaa/ 
are sequentially yielded according to the 
position of the frame. The frame label of 
/ .. p/, means that the frame contains silence 
1.1, In more than half part of the frame and 
a sound of /p/ Is following the silence In 
the frame. The /aaa/ means the frame exists 
only in vowel part, that is, the frame ls 
almost stationary. 

CLUSTERING METHOD BASED ON VQ ALGORITHM 

Phonemic features are related to 
acoustic features by clustering. The main 
reason of using clustering method ts that 
It makes the speech frames Into groups 
which have both acoustically and 
phonemically similar properties. Each frame 
ls characterized by code numbers of the 
produced cluster and the frame labels In the 
cluster. 

As for the clustering, vector quantizer 
design method which Is a slightly modified 
one proposed by Linde, Buzo and GrayClJ ts 
adopted. The modified points are that the 
centroids to be split are determined by 
considering kinds of the frame labels for 
effective distributions of centroids. That 
ls. more centroids are assigned to the 
clusters which have a lot of kinds of frame 
labels and less centroids to the clusters 
which have only one or two frame labels. BY 
this modification, the quasi-optimality of 
the VQ method is not kept any more, but tt 
Is more useful to extract phonemic features. 

For example, If a cluster has the 
frames which have the same frame labels, the 
centroid of the cluster is not split In the 
Preceding procedure because the phonemic 
features of the cluster is sufficiently 
represented by the frame label. Such 
clusters appear in stationary parts. On the 
other hand, If a cluster has various kinds 
of frame labels, the phonemic features in 
the domain of the cluster are not described 
by the centroid and it means that more 
centroids are necessary to obtain 
phonemically unified clusters. Such clusters 
mainly exists in transient parts. 

ORGANIZATION OF PHONEMIC SPACE 

The above clustering method ts aPPlied 
to each set of frames to organize phonemic 
space. 
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Before clustering. all the speech 
frames are classified Into three parts 
called the ascending, flat and descending 
parts by the degree of power change _ P in 
each frame. The ascending part contains such 
sounds like consonant-to-vowel. silent-to­
consonant or vowel-to-stronger .vowel. The 
flat part contains almost stationary parts 
of vowels, nasals and fricative consonants. 
In the descending part, the sounds such as 
vowel-to-consonant. vowel-to-silence or 
vowel-to-weaker vowel are contained. By this 
pre-classification, It Is possible to avoid 
grouping of the frames which have entirely 
different frame labels, even In the case 
that the acoustic distortion between the 
frames ts small. 

Clustering ts performed In each part 
of the three parts with Level I features and 
Level 2 features, respectively and stx 
codebooks composed of centroid vectors and 
sets of frame labels are produced. The 
phonemic space ts organized by the 
distributions of the centroids and the 
frame labels which belong to the 
corresponding cluster In each part and each 
level. 

EXPERIMENT OF PHONEME RECOGNITION 

For an evaluation of the phonemic space 
which Is represented by codebooks and frame 
label sets. an experiment of phoneme 
recognition ls carried out. Figure I shows 
the diagram of extracting phonemic features. 
When a frame is analyzed, the power ·change 
ts calculated and one of the part number of 
the power change is assigned to the frame 
and according to the LPC cepstrum and the 
cepstral differences, codes of Level I and 2 
are given to the frame. Output of the frame 
labels Is obtained from the Intersection of 
the sets of frame labels In Level I and 2. 
By symbolic processing the sequences of the 
frame labels. phoneme sequences are 
produced. 

The result of the .cumulative 
recognition rates of phonemes for one male 
speaker is shown In Figure 2. In the 
experiment, the codebooks are generated from 
800 syllables and 100 city names are used 
for the recognition. The sampling frequency 
ts 12.5CkHzJ. The frame length In Level l ls 
32CmsJ and the interval of analysis ts 
16Cms1. The number of VQ codes In each part 
Is about 256. In Fig.2 the phoneme 
recognition rates are about 911 in vowel 
sounds and 73X In consonants In the first 
candidate. Within 3 candidates, the rates 
increase to 991 In vowels and 891 in 
consonants. 

CONCLUSION 

the 
was 

was 

A method 
spectrum 

proposed. 
evaluated. 
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SPEECH RECOGNITION BY USE OF WORD DICTIONARY 

WRITTEN IN LINGUISTIC UNIT 

Ken'iti KIDO, Shozo MAKINO Michio OKADA 
Satoshi MORIAI and Tetsuo KOSAKA 

' 

Research Center for Applied Information Sciences 
Tohoku University, Katahira, Sendai 980, JAPAN 

INTRODUCTION 

. We have carried out the reseir.:ches. on speaker 
i�de�endent re.cogn.it ion of words J by use of word 
die tio�ary which 1s composed of the sequences of 
phonemic symbols. The phonemic symbols are derived 
from linguistic representation of Japanese language. 
In the system, the spoken word is transformed into 
the sequence of phonemic symbols and the item of the 
':1ord dictionary most similar to the input sequence 
1s chosen as the recognition output. That is, the 
system uses the phoneme as the linguistic unit for 
the recognition of word. 

SPEECH RECOGNITION SCHEME 

The unit in speech recognition can be classi­
fied into two groups: one is based on articulatory 
model and the second one is not so. The purely 
acoustical units and the units which refer to the 
characteristics of auditory organ belong the second 
group. And the size of unit is also divided into 
several groups: least one is the segment of speech 
which is the minimum unit to express word or speech 
and the maximum one is the word. Figure I shows the 
hierarchical relation between those units. The thick 
lines between two boxes in Fi� I denotes the rela­
tions which are considered to be important but dif­
ficult to formulate. 

Figure 2 shows the schematic diagram of speaker 
independent spoken word recognition system we have 
developed. In the system, the recognition is to find 
out the item of word dictionary wh·ich corresponds to 
the input speech. And the system i s  equipped with 
word dictionary which contains all the words co be 
recognized . 

WORD TEMPLATE 
BY SEGMENTAL 

FEATURES 

WORD TEMPLATE 
BY ARTICULATORY 

PARAMETERS 

SPOKEN WORD ( SPEECH WAYE FORM 1 

Fig. I Hierarchy in the unit of reprnsentation 
of spoken words for speech recognition 

87 

In the system. the input speech is transformed 
into a sequence of phonemic symbols. And the simi­
larit y  of the content of word dictionary to the 
input speech is computed for every item. The recog­
nition output is the dictionary item of maximum 
similarity. 

spoken lo(Jrd 

ana ys1s an 
feature extraction 

se ec 10n o 
dictionary item 

of maxilllJm 
similarity 

recogni 10n 
output 

1c 1onary 
�ntten by 
sequence of 
phonemes 

Fig. 2 Schematic diagram of the spoken word 
recognition system 

PHONEME AS LINGUISTIC UNIT 

The most important problem in such the system 
is how to describe the contents of word dictionary. 
�f the contents are described by phonemic symbols, 
it may be very simple to make the wor d diet ionary 
�specially in Japanese as all the Japanese words are 
i n  the fo-rm "CVCVCV ••• " where C denotes the 
consonant and V the vowel. But the transformation of 
speech into the sequence of phonemic symbols is not 
easy because the acoustic characteristics of speech 
segment does not always correspond to the phonemic 
symbol which are derived from the linguistic repre­
sentation. 

If the contents are the standard patterns 
compose.d of acoustic: features directly obtained by
analyzing the spoken words, it would be e asy to 
transform the input speech to the patterns for the 
comparison with the standard patterns. Bue, a lot of 
computation is necessary for making the standard 
patterns common to all the possible SP.�akers espe­
cially in the case of large vocabulary.2J 

An� t�ere is �ntermediate systemJ) in which the 
word �ictionar y 1s composed of the sequences of 
acoust 1c features which are defined by classifying 
the wo-rds uttered by a number of speakers. The 
c:assification .is based on the differences in acous­
tic character1stics of speech segments. Such the 
fea�ure� may be able to express the acoustic charac­
t er1st1cs of words more exactly than the phonemic 
symb?ls • The �honet ic transcript ion may be exactly 
carried out using such the features, and we call the 
features as the phonetic features in this paper. 
The transformation of the input speech into the 
sequence of the phonetic features may be easier than 
the transformation into the sequence of phonemic 
symbols. But, a lot of computation and a number of 
s�ee�h samples will be necessary for making the word 
diet �onary composed of such the phonetic features 
and it may be difficult problem to compose a sec of 
phonetic features which can be used for many vocabu­
lary regardless of speake-rs. 

Therefor.e, .we have .us�d the phonemic symbols
for the. description of diet iona-ry items and now we
are tr!1ng to use the acoustic features of segments 
to derive the sequence of phonemic symbols. 



CORVEKSIOlf OF SPEECH IHTO PROlll!HIC SlllBOLS 

The input speech is passed through a 29 channel 
band pass filter bank which is composed of single 
tuned circuit of Q•6 and the center frequencies are 
at every 1/6 octave between 2S0 Hz and~ 300 Hz. The 
power of every channel is computed for every frame 
of JO ms duration 11nd logarithmically transformed. 

Eight features are extracted by using the dis­
criminant filters which are designed by use of 
speech samples of 212 words uttered by 10 male and 
JO female speskers. Figure 3 shows the examples of 
the solution weight vectors for eight discriminant 
functions. Another feature is the logarithmic spec­
trum summation which is the sum of logarithmic power 
of all the channels. 

voiccd/unvoic:cd nasal/thr othrra 

fricative/ th• other~ A/ouie 

w~ 

ch-
Fig. 3 Examples of solution weight vectors 

for extracting the eight features 

Table I Discriminant functions 

function 
X1/X2 XI X2 

/a/,/o/,/u/,/i/, 
voiced/ /e/,/j/,/w/,/m/, /h/,/s/,/c/ 
unvoiced /n/,/n/,/N/,/b/, /p/,/t/ ,/k/ 

/d/ , / rz. / /r/ . /z/ 
/ a/,/o/,/u/, / i/,/e/ 

nasal/ /m/,/n/,/n/,/N/ /j/,/w/,/b/,/d/,/g/ 
the others /r/,/z/,/h/,/s/ ,/c/ 

/ o/ . /t/ , /k/ 
/a/,/o/,/u/,/i/,/e/ 

fricatille/ /z/,/h/,/s/,/c/ /j/,/w/,/m/,/n/,/n/ 
the others /N/,/b/,/d/,/g/,/r/ 

/ o/ . /t/ / k/ 
a/ouie /a/ /o/,/u/,/i/,/e/ 
o/auie fol /a/,/u/,/i/,/e/ 
u/aoie /u/ /a/ ,/o/ ,/i/ ,/el 
i/aoue /i/ /a/,/o/,/u/,/e/ 
e/aoui /el /a/,/o/,/u/,/i/ 

S vowels, 2 semi vowels, IS consonants 

. 
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The functions of the discriminant filters for 
the eight features are listed in Tab. 1, The phoneme 
boundaries are assumed to be the frame 1o1here the 
weighted sum of absolute values of the first order 
time-derivatives of the features takes maximum value 
exceeding a threshold. The frames of unvoiced and 
voiced plosi~es are detected using the discriminant 
filters. The primary phoneme recognition is carried 
out for every assumed segment using the outputs of 
discriminant filters and the standard patterns for 
phonemes which are made using the 212 spoken words. 

After correcting errors by the errorcorrection 
rules, the secondary phoneme recognition is carried 
out. Here, the nasals and the voiced and unvoiced 

. plosives are recognized. 

WORD RECOCRlTlON USilfC LllfCUlSTIC UlllT 

In the word recognition part, a number of sub­
items are generated referring to the confusion 
matrices of phoneme recognition for initial-, mid­
and final positions of words. The confusion matrices 
includes the probabilities of insertion, omission 
and substitution of phoneme. The computation of 
similarity between the phonemic sequence with top 
three recognition results and each sub- item follows. 
The dynamic programming algorithm is used to reduce 
the time for similarity computation. 

The diet ionary item having maximum similarity 
to the input sequence is chosen · as the recognition 
output. 

RECOClfITIOH EXPERIHElfTS 

Word recognition experiments were carried out 
using the speech samples used to design the discri­
minant functions , standard patterns and confusion 
matrices and the same 212 words uttered by the other 
JO males and 20 females. Table 2 shows the summary 
of the results. 

Table 2 Word recognition score 

Training set 

Test set 

CONCLUSION 

1
10 males 
10 females 

1
3
2
0
0 

males 
. females 

93.7% 
91. 3% 
87 .0% 
89.6% 

Average 
92.4% 

Average 
88. 1% 

This paper describes the use of phoneme as the 
linguistic unit of speech in the spoken word recog­
nition system for a large vocabulary. In the sy6tem, 
the phoneme recognition is first carried out and the 
word d i ctionary item with the maximum similarity to 
the sequence of recognized phonemes is chosen as the 
recognition output. The score of word recognition is 
92.4% in the experiment which i11 much higher than 
that of phoneme recognition (75.9%) due to the uti­
lization of word dictionary as the linguistic infor­
mation source. Studies on phoneme recognition is now 
continued to improve the word recognition. The voca­
bulary to be recognized can easily be altered and 
expanded by changing the dictionary item fro11. key 
board. 
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DURATIONAL CONSTRAINTS FOR NETWORK~ 
BASED CONNECTED DIGIT RECOGNITION 

Marcia A. Bush 

Schlumberger Palo Alto Research, 3340 Hillview Ave., Palo 
Alto, CA 94304, USA. 1 

This paper examines the inOuence of durational con­
straints on recognition accuracy in ao acoustic-phonetically 
based, speaker-independent connected digit recognizer. The 
constraints arc expressed using a set of finite-state pro­
nunciation networks, together with specificat1ons of min­
imum and maximum allowable durations for network prim• 
itivcs. The recognizer was tested on a corpus of 1232 5-digit 
and 7-digit strings, with and without a priori knowledge of 
string length. Recognition accuracies ranged from 33.9% to 
94.6% and from 91.6% to 96.8%, for unknown and known 
string lengths, respectively, depending on the particular du­
rational constraints incorporated in the network models. 

INTRODUCTION 

The word models used in the connected digit recog­
nizer described here consist or a set of finite-state pronunci­
ation networks, in which primitive branches correspond to 
meaningful acoustic-phonetic units (Table I). Unlike net­
works based on the bidden Markov model lonnalism, these 
word models allow for the convenient expression of acoustic­
phonetic constraints which are manifest over portions of an 
utterance longer than a single time frame. One example of 
such a constraint i5 segment duration. 2 

This paper examines recognizer perfonnance as a func­
tion of the minimum and maximum allowable durations 
for primitives in two types of network: 1) a baseline net­
work formed by simply connecting in parallel the isolated 
digit model~ shown in Table 1; and 2) a set of networks 
which incorporate additional paths representing prepausal 
lengthening for the digits oh and eight. Constraints on min­
imum duration were found to have the greatest inftucnce 
on recognition accuracy, particularly when recognition was 
performed without a priori knowledge of digit string length. 
Prepausal durational constraints proved useful in reducing 
a common class of digit insertion errors. 

The digit recognizer incorporates a set of general• 
ized acoustic pattern matchers and a dynamic program­
ming search in addition to the pronunciation network mod­
els. Details of the recognition framework, and of signal 
preprocessing, are provided in (1) and (2). 

CORPUS 

The corpus used in the recognition experiments con­
sisted or the adult-talker, 5-digit and 7-digit subset of the 
training portion of Texas Instruments' multi-dialect con• 
nected digits database (3J. The utterances of half of the 
talkers (27M, 29F, 1232 tokens) in this subset were used for 
training the recognizer :1.nd the utterances o( the remaining 
half (28M, 28F, 1232 tokens) were used for testing. These 

1 Arter l Alig 86: Division of Engineering, Box D, Brown Uaiveniiy, 
Providence, RI 02912, USA. 

2 As •~ ia tbili paper, tbe tenn ••1ment nfe111 to the ac011stic­
pbonetlc primitives listed In Table I. 
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two corpora will be referred to as TRNA-57 and TRNB-57 
respectively. . . . 

An initial version oft he recogn1t1on system was tramed 
on 616 handlabellcd 5-digit strinBB from TRNA-57, and run 
over the entire TRNA-57 corpus (2). The segmentations 
generated for correctly identified tokens in this experiment 
defined a set of bootstrapped training data, which were 
used in all of the experiments reported here. Statistics on 
minimum and maximum segment duration were collected 
for both the handmarkcd and bootstrapped data, and used 
in specirying the durational conistraints in the network mod­
els. 

RESULTS 

Table 2 shows recognition data for corpus TRNB-57 
using the baseline network (unknown string length) and 
various constraints on segment duration. As indicated in 
the first three columns, recognition accuracy ranges from 
33.9% when the minimum allowable duration is a single 
frame (10 mscc), as in first-order hidden Markov models, to 
93.2% using the minimum durations for the bootstrapped 
training data.. During the bootstrapping experiment, very 
short durations (i.e., those falling in the bottom 5% of the 
distributions for each segment type) were penalized, with 
the result that minimum durations for the bootstrapped 
training data were typically I to 2 frames longer than for 
the bandmarkcd utterances. The main effect or prohibit­
ing very brief segments is to reduce the number of digit 
insertion errors from 1407 to 33. 

Not surprisingly, constraints on mimimum segment 
duration have a less dramatic effect on recognizer perfor­
mance when string length is known a priori. As shown in 
the first two columns of Table 3, recognition accuracy in­
creases from 91.6% with minimum allowable durations of a 
single frame to 96.8% using the bootstrapped minima. 

In the experiments just described, the maximum al­
lowable segment duration was 1.5 times that observed for 
the bootstrapped data. Comparison of columns 3 and 4 in 
Table 2, and of columns 2 and 3 in Table 3 indicate that im­
posing tighter constraints on maximum segment duration 

(i.e., the bootstrapped maxima) has virtually no effect on 
recognition accuracy with the baseline network. 

Table 4 shows recognition data for corpus TRNB-57 
using networks which require prepausal lengthening for the 
digit oh (column 1) or for both oh and eight (columns 2-
4). These networks were motivated by the observation that 
the most consistent errors using the baseline network were 
oh and eight insertions following the third digit of a 7-digit 
string. (Presumably, talkers used a "telephone number" 
grouping in producing these tokens.) Oh's were most often 
inserted after the digits oh, two and zero, and eight's after 
lwo, three and eight. Prepausal lengthening was required 
for each of the vocalic segments in the two digits, with 
the degree of lengthening estimated from the two sets of 
training data. 

Incorporating prepausal lengthening for the digit oh 
serves lo reduce the number of oh insertions from 19 to ID 
relative to the baseline situation (Table 5, columns 1 and 2), 
and to increase overall recognition accuracy from 93.0% to 
93.8% (Table 2, column 4, and Table 4, column 1.) Adding 



prcpausal lengthening for eight reduces the number of eight 
insertions from 17 to 11 (columns 2 and 3, Table 5) and 
increa.ses overall accuracy to 94.2% (Table 4, column 2). 

Virtually all of the prepausal oh and eight insertions 
which remain after these two network modifications occur 
following the digits two and three. Several-of these errors 
can be eliminated by increasing the maximum allowable du­
rations for the vocalic portions of two and three from 1.0 
to 1.5 times their bootstrapped values (Table 6, column 4), 
increasing overall recognition accuracy to 94.6% (Table 4, 
column 3). (Additional eight insertions can be eliminated 
by allowing a noisy or breathy "release" segment after these 
same two digits.) Allowing looser maximum durational cdn­
straints for all segments results in a small decrease in rec­
ognizer performance (Table 4, column 4), in contrast to 
experiments with the baseline network. 

SUMMARY 

The experiments described above illustrate the im­
portance of appropriate durational constraints for high­
ai:curacy network-based connected digit recognition. Mod­
eling duration in the current system is facilitated by the use 
or network primitives corresponding to meaningful acoustic­
phonetic units. 
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Digit Network Primitives 
oh OWi OW2OW3 
I WAHi WAH2 N 

2 (TS) TR UWI UW2 
3 TH RIYI RIY2 
4 F AORI AOR2 
5 F AYl AY2 V 
6 S 1H KS KRS 
7 S EH VAX N 
8 EYI EY2 (TS) (TR) 
9 NI AYl AY2 NF 

zero Z IYRI IYR2 ROWI ROW2 

Table 1: Network primitives for the baseline pronunciation 
network. Parentheses indicate optional segments. 
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Segment Duration: 
Minimum l frame HM BS BS 
Maximum 1.SxBS 1.5xBS t.5xBS BS 
% correct 33.9 86.2 93.2 93.0 

string length errors 800 118 47 49 
matches 7270 7306 7328 7338 

substitutions 121 79 49 47 
insertions 1407 124 33 43 
deletions I 7 15 7 

Table 2: Recognition data for corpus TRNB-57 using the 
baseline network and various constraints on segment dura­
tion. Unknown string length. HM= bandmarked TRNA-5, 
BS= bootstrapped TRNA-57. 

Segment Duration: 
Minimum 1 frame BS BS 
Maximum 1.5xBS 1.SxBS BS 
% correct 91.6 96.8 96.8 

string length errors - - -
matches 7257 7350 7349 

substitutions 122 42 43 
insertions 13 0 0 
deletions 13 0 0 

Table 3: Recognition data for corpus TRNB-57 using the 
baseline network and various constraints on segment dura­
tion. Known string length. BS= bootstrapped TRNA-57. 

Segment Duration BS, except as noted 
Prepausal Minimum ow OW - 1.76xBS 

Lengthening 1.75xBS EY - 1.SxBS 
Maximum UW,RIY All 

Lengthening None None 1.5xBS 1.5xBS 
% correct 93.8 94.2 94.6 93.B 

string length errors 40 34 30 39 
matches 7338 7338 7338 7328 

substitutions 47 47 47 49 
insertions 34 28 24 25 
deletions 7 7 7 15 

Table 4: Recognition data for corpus TRNB-57 using net­
works with prepausal lengthening and various constraints 
on segment duration. Unknown string length. BS = boot­
strapped TRNA-57. 

Segment Duration BS, except as noted 

Prepausal Minimum ow OW- l.75xBS 
Lengthening None 1.75xBS EY- 1.5xBS 

Maximum UW,RIY 
Lengthening None None None 1.5xBS 

oh 19 10 10 7 

8 17 17 11 10 

Table 5: Oh and eight insertion errors for corpus TRNB-57 
for various networks and constraints on segment dusation. 
Unknown string length. BS = bootstrapped TRNA-57. 
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Abstract 

A new structure for isolated-word speech 
recognition via vector quantisation (VQ} is 
described, namely the ocgment classirication 
and labelling technique (SCLT}. The proposed 
recognizer requires the generation of separate 
codebooks for the acoustically dissimilar events 
and then the merging of them to produce a single 
reference codebook. Three major acoustic events 
were considered, namely voiced, unvoiced and 
silence (V/U/S). The results show that the 
proposed structure has the capability of reducing 
the degradation or VQ in speech recognition 
and provides a better set of observations for 
the hidden Markov model (HMM}. 

2 Introduction 

Two very important speech modelling techniques 
have been applied to speech recognition. They 
are vector quantisation (VQ) of the linear predict­
ive coding (LPC}, which is used for representing 
the short- term spectral characteristics of speech, 
and the Hidden Markov Model (HMM), which can 
be used for representing the long-term statistical 
characteristics or speech. The VQ generates 
an ordered set or reference codewords, referred 
to as the codebook, which represents a partitioning 
of the acoustic space in the domain of the speech 
being quantized. The HMM treats any speech 
utterance as a sequence or random observations 
generated according to a particular underlying 
law or the HMM. The underlying law is estimated 
in the form or the generation or a given utterance 
from a given set of observations by making a 
maximum likelihood estimation. The random observ­
ations can be in various forms, one or which is 
quantised LPC vectors. 

While enjoying certain advantages, however, 
VQ has the drawback of reducing recognition 
accuracy. Recently the authors successfully 
proposed a method for effectively reducing this 
degradation called the Segment Classification 
end Labelling Technique (SCLT) [1). The SCLT 
classifies the training data into three classes; 
voiced, unvoiced or silence. Then it generates 
a separate codebook for each or these classes 
before producing a single reference codebook. It is 
interesting to use these codebooks as the random 
observations for HMM. Various codebook sizes 
(16,32,64,128 and 256) have been used for quantizing 
the LPC vectors and testing the performance 
of our systems. The performance is also compared 
with both VQ/DTW and SCLT/DTW alpha-numeric 
recognition systems which share the same LPC 
quantizer and testing data. 
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3 The Segment Classification and Labelling 
Technigue ( SCl,T) 

In the first step or the SCLT, the training 
speech sequence is required to be classified 
into three major classes namely, V/U/S. In 
the second step, the separate data of each class 
is used to generate the corresponding codebook 
using the VQ algorithm [1]. In the final stage 
of this technique a reference codebook of desired 
size will be formed from the three separate 
codebooks following a combination (merging) 
criterion. 

A novel approach for detecting the VUS 
classes was used, in which a spectral characteriz­
ation of each of these signale was obtained 
during clustering of the training data, using 
a K-mean algorithm similar to the VQ algorithm. 
This method of classification was used for the 
following reasons: (1) Since it uses the VQ 
algorithm it does not need to implement a new 
algorithm ror the application under consideration. 
(2} It does not require the calculation of 
any other feature other than that used in the 
analysis of the application. (3) It gives 
an acceptable discrimination accuracy. 

Since the aim was to apply the SCLT to 
speech recognition, then the table look-up method 
used here necessitated the need for a criterion 
for merging these codebooks. Thus such a combinat­
ion criterion should result in a single reference 
codebook, so allowing the calculation of the 
distance or the matrix for its codewords in 
the usual way of VQ. In such a criterion, codebooks 
of different codeword counts were combined to 
form the desired reference codebook. The question 
that arises now is how to make the most efficient 
use of this combination. From the actual counts, 
it wos observed experimentally that the number 
or voiced vectors was approximately twice that 
of each of unvoiced and silence. This population 
or voiced vectors satisfied the principle of 
giving a higher representation for them in the 
reference codebooks. Therefore, in the following 
tests a voiced codebook of twice the size of 
the unvoiced and silence was attempted. Thus 
to form a reference codebook of size 64, a voiced 
codebook of size 32 was combined with a codebook 
or 16 unvoiced codewords and a codebook of 16 
codewords of silence. 

4 The Hidden Markov Model (HMM) 

The idea of representing speech events 
by HMM's has been used in several speech processing 
systems. In the HMM we assume that each word 
model has N-states (where N~5 is used here) 
and is characterised by a state-transition matrix 
A and a symbol-probability mo.trix B. The model 
parameters (i.e. A and B elements) are estimated 
from a training sequence of two versions or 
the vocabulary for each speaker and used to 
calculate the probability of the observation 
set given a particular model M. Re-estimation 
rormula due to Baum-Welch was used to iteratively 
adjust the A's and B's elements until the probabil­
ity of the observation sequences conditioned 
on the parameter values stopped increasing signif­
icantly, or when some other stopping criterion 
is met (e.g. the number of iteration exceeded 
some limit}. The recognition procedure used 
was the Viterbi algorithm. 



5 The Database used in the Evaluation 

Ten speakers. five male and five female. 
generated the database. Each speaker was asked 
to read out as isolated words a lis~or five 
versions of the alphabet in random order and 
ten versions of the randomly ordered English 
digits (0-9). The VQ and the SCLT algorithms 
training data were collected from one version 
of the vocabularies for each speaker. A Hamming 
window of 256 points at 75J overlap was used. 
The isolated words are first processed by a 
12 poles LPC analysis using the autocorrelation 
method and Durbin' s recursion to form sequences, 
of LPC vectors. These sequences are then quantized 
by a VQ and an SCLT. The distance measure 
used is the minimum prediction residual of 
Itakura. The outputs of the VQ and SCLT algorithms 
are then divided into two exclusive sets, one 
for training the HMM and the other for testing. 

6 Comparison or the Perro~nce or VQ and 
SCLT Recognizers 

To evaluate the effectiveness or the SCLT­
produced codebooks a series of isolated-word 
recognition tests were carried out in independent 
mode for the digit vocabulary and in adaptive 
mode for the alphabet vocabulary. 50 versions 
of each word, with an equal number of male 
and female speakers. were used in creating 
two reference templates for the independent 
mode. where a new method of creating reference 
templates was used [2]. To make the moat 
use of the alphabet data, the letters of each 
version were assumed to be templates and compared 
to the letters of the other versions of the 
vocabulary that were assigned as test words. 

Fig. 1 compares the recognition results 
for the different codebooks, generated by the 
VQ and SCLT using the method of combination 
described before, for the digits and the alphabet 
vocabularies. An examination of these results 
show that; first, the SCLT reference codebooks 
gave a lower recognition error rate in comparison 
with all VQ conventional codebooks for both 
vocabularies. Second, from Fig. 2 for the 
Hidden Markov Hodel recogniser. it is clear 
that the SCLT codebooks have lower error rates 
in comparison with the VQ codebooks or the 
same size. Thus, the SCLT reference codebooks 
provides a better observation sequence for 
the HMM than that of VQ codebooks. Generally speak­
ing, the above results suggest that it may be better 
to quantise other acoustically dissimilar events in 
addition to V/U/S with a codebook that is formed 
from separate codebooks. 
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1 ABSTRACT 

The Vector quantization (VO) of LPC 
spectra has been applied to cocoding 
and also very recently to speech recognition 
as a means of reducing memory requirements 
for the storage of reference templates and 
of reducing computation time. This 
paper examines the effect of the LPC order 
(P) on the distortion measure and on the 
performance of the VQ algorithm in isolated­
word speech recognition (IWSR). 

2 INTRODUCTION 

Linear predictive coding (LPC) coef­
ficients have become the most powerful 
and predominant features for representing 
the speech signal. The number of LPC 
spectra required to describe the words 
of a vocabulary is very high, The basic 
concept of VQ is to classify these LPC 
spectra by comparing them with vectors 
in a codebook. The goal of a VQ algorithm 
is to minimise the distortion measure 
associated with the classification procedure. 

Several factors that effect the 
distortion have been studied including 
the initial codebook, the multiplying 
factorR type of distance measure etc. 
In this paper the effect of an important 
factor, the LPC order P, on the distortion 
as well as on the performance of VQ in 
IWSR is considered. A speech recognition 
system has been developed in software 
on a 68K mini-computer using Dynamic 
Time Warping (DTW) and Vector Quantization 
(VQ). The recognition error rates against 
codebook sizes of 4, ••• ,128 codewords 
have been obtained and compared for five 
different values of LPC order P. 

3 THE VO ALGORITHM 

Assume that a training set of V 
vectors in the form of gain normalised 
autocorrelation terms is given. It is 
desired to find a codebook of size C 
cojewords such that the average distortion 
measure (distance) (OS (C)) of a vector 
in the training set from the closest 
codeword is minimised, thus: 

DS(C) a Mini..!..~ Min d(v.,c )I 
(Cl V i=ll<m<C 1 m 

I 1 I 
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where d(vi,Cm) is the LPC distance between 
the training vector v1 and the codeword cm• 
The log likelihood distance measure of 
Itakura is used. 

4 THE EXPERIMENTAL BACKGROUND 

Seven speakers, five male and two 
female, generated the database of spoken 
Arabic digits (0-9). In one session 
each speaker was asked to contribute 
ten digits as isolated utterances. In 
a second session each speaker was asked 
to read out as isolated-words a list 
of one hundred digits in random order. 
The first training set was used to generate 
the codebook of sizes of 2, 4, •••. ,128 
codewords using the above vector quantizat­
ion algorithm for five different values 
of P. A fourth-order antialiasing elliptic 
filter with cut-off of 4.8 kHz was used 
together with 12-bit ADC and a sampling 
rate of 10 kHz. 

S THE EFFECT OF LPC ORDER PON THE 
DISTORTION MEASURE OF VO 

To obtain useful results with vector 
quantization it is important to understand 
the relationships and the effects of 
the choice of order of the LPC model 
on the distortion measure. 

To evaluate the effects of Pon 
the performance of the VO algorithm, 
a series of two sets of tests were run. 
These series of experiments consisted 
of the design of the VQ for the Arabic­
digit vocabulary for two Hamming window 
lengths, 12.8 msec and 19.2 msec. Five 
different values of P were used, which 
were. 8, 10, 12, 14 and 16. Fig. 1 shows 
the distortion measure of VO for these 
values of Pas a function of codebook 
size for the 12.8 msec Hamming window. 
A similar result was achieved for the 
19.2 msec window. It is clear from these 
plots that the distortion measured increases 
as P increases. This is understandable, 
because when the value of P increases, 
more of the details of the spectrum are 
included in the LPC spectrum. 

This was observed from the plots of 
their LPC spect~a where the 6 and 
10-pole models give much smoother spectra 
than the 12 to 16-pole models for a given 
frame of speech. Therefore the distance 
measure between two LPC spectra for smaller 
values of P will be smaller than that 
between two spectra of higher P. 

The natural question now is how 
many poles should one use in fitting 
the model for the data acquisition system 
under consideration? There is no direct 
answer to the above question as far as 
the distortion measure is concerned. 
Therefore to understand better the effect 
of Pon the VO algorithm it is necessary 
to study its performance outside the 
training algorithm. 



6 THE EFFECT OF PON THE PERFORMANCE 
OF VQ IN IWSR 

To evaluate further the effect of P 
on the performance of the VQ outside 
the training data a series of recognition 
tests were carried out. Two sets of 
experiments were performed on the DTW/VQ 
and LPC/DTW isolated word recognizers. 

(a) The first set of experiments was 
performed for the Hamming window 
of 12.8 msec length. The speaker­
dependent mode of recognition was , 
used, hence each speaker was treated 
separately. The 100 digits of each 
speaker were used as templates once 
and as tests next, hence a total 
of 10,000 crossing were performed 
for each speaker. 

( b) In the second test the above experiments 
were repeated for a Hamming window 
of 19.2 msec. 

The templates and the tests were 
quantized to a VQ codebook of size of 
4,8, •••• , 128 codewords and the recognit­
ion performance was compared. In this 
way some direct results are obtained 
for recognition error rate againsts VQ 
codebook size. The results of the first 
tests are given in Fig. 2, which shows 
plots of error rate versus codebook size. 
The results of the second test are given 
in Fig. 3. 

From inspection of these plots it 
is clear that the 8 and 10-pole models 
provided insufficient recognition accuracy. 
For the 12 to 16-pole models the recogni­
tion error rate was acceptable and there 
was a slight difference in the recognition 
accuracy for them, particularly for code­
book sizes of 32 and more. As a practical 
matter, it is generally desirable to 
use the minimum number of poles necessary 
to model accurately the significant features 
of the signal. Therefore, it was decided 
that the 12-pole model was sufficient 
for the recognizer under consideration. 

7 CONCLUSIONS 

This paper has studied the effect 
of Pon the distortion measure and perform­
ance of VO in IWSR. Two sets of experi­
ments were run on a database of 700 isolated 
digits from 7 speakers. Increasing P 
increases the VQ distortion, however 
it improves its performance outside the 
training data. The results strongly 
suggest that, for the VO recognizer under 
consideration, the minimum, value of 
P should be 12. This reinforces the 
result reported elsewhere for the DTW 
recognition systems, that the minimum 
P should be 2 poles for each kHz band 
of the filter plus two extra poles. 
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ABSTRACT 

This paper describes a module for acoustic/ 
phonetic transcription in a continuous speech under­
standing system. This module segments input utter­
ances into sequences of phone classes whjch belong 
to one of six broad phonetic categories. In a higher 
system level such segment sequences are used to 
hypothesize possible word candidates from a lexicon. 

This module is hierarchically implemented in 
two stages: a polynomial classifier for a frame-by­
frame classification of phone classes followed by a 
segmentation stage using Hidden Markov Models (HMM) 
of phone class segments. 

INTRODUCTION 

This paper describes an acoustic/phonetic module 
for a continuous speech understanding system which 
is being developed within the framework of the 
European Community ESPRIT Project No. 26. 

Since continuous speech recognition presupposes 
an unlimited vocabulary, units smaller than words 
must be used for recognition. In our system two 
kinds of small phonetic units are used: phonemes and 
diphones on the one hand /1/ and phone classes (plo­
sives, fricatives, etc.) on the other. The number of 
phone classes to be distinguished is low (5 to 10) 
whereas the number of phonemes and diphones is much 
higher (100 to 200). Using this double representa­
tion of phonetic units, the recognition part of our 
system can be effectively implemented in three 
levels {Fig. 1). 

vector 
quantizer 

l;t;;.~;a,l 
I knwowledge f L ______ _, 

speech input 

MFCC 
analysis 

verification 
module 

word srrings 
and scores 

preclassifier 

lexical 
hypothesizer 

Fig. 1 Block diagram of the recognition stage in 
the continuous speech understanding system 

The data reduction block in the first level 
computes mel-frequency cepstral coefficients (HFCC) 
as parametric representations of speech frames /2/. 

For the second level, cepstral vectors form the 
input to both a vector quantizer and a preclassi­
fier which hypothesizes phone classes. Vector quan-

95 

tization reduces the amount of data while preserving 
all information needed to correctly classify the 
various sounds, Th~ preclassifier transforms speech 
signals into broad phonetic categories and in the 
process computes segment boundaries and likelihoods, 
too. The statistical knowledge consists of a coef• 
ficient matrix for polynomial classification and 
HHMs of phone class segments, phone class durations, 
rules, and error models for smoothing/segmentation. 

In the third level the preclassifier output i s 
used to extract a reduced number of word candidaees 
from a word lexicon. This reduced set of word can• 
didates is then verified and scored by the verifica­
tion module which uses HHHs of phonemes and di• 
phones as statistical knowledge. 

PRECLASSIFIER MODULE 

A hierarchical organization of the acoustic/ 
phonetic transcription can greatly reduce the number 
of computations required in the word verification 
module. To this end, the selected set of phone clas­
ses must guarantee a high selectivity between the 
words in the lexicon while at the same time pre ­
serving a high reliability in the preclassification. 
Detailed investigations have shown that these two 
opposing requirements can be best met using si~ 
phonetic categories which are labeled as follows: 

pl: plosives and silence 
fr: fricatives and affricates 
ln: sonorants (liquids and nasals) 
fv: front vowels 
cv: central vowels 
bv: back vowels 

The preclassifier is implemented in two stages 
(Fig. 2). The first stage consists of a polynomial 
classifier followed by a decision quantizer, both 
performed frll!lle by frame. The classifier estimates 
the likelihoods that a cepstral vector belongs to 
each of the predefined phone classes by evaluating 
the following matrix product: 

where dis a decision vector containing 
likelihoods, A is a coefficient matrix, 
vector which contains linear, quadratic, 
terms of cepstral vector components. 

--------, I coefficient I 

I matrix / L ______ _. 

cepstral vectors 

classifier 
quantizer 

(1) 

estimated 
and xis a 
and-cubic 

I tiddl;;-Mri; 7 
I Models 1 

smoothing 
segmentation 

r;:-ule;-a-;;d/ 
I efTOr models 1 L ______ _. 

eegments of 
phone classes 

L ______ _. 

Fig. 2 Block diagram of the preclassifier wich ics 
associated statistical knowledge sources 

Since determing the coefficient matrix A requires 
a large amount of computation and storage and a very 
large speech data base, it is computed off line with 
automatically labeled speech data. Due to the large 
computational and storage requirements, this classi-



fier must be speaker-independent if it is to be at 
all practical, 

The classification according to eq, (1) is im­
plemented in a two-level structure. First we esti­
mate the likelihoods of three combined classes 
(pl+fr, ln+fv, and cv+bv), which are then separated 
in their respective subclasses in- a second level, 
This hierarchical structure increases performance 
and requires less computation than a parallel struc­
ture which estimates all six classes simultaneously. 

Along with the estimated likelihoods the classi­
fier produces a reliability score. This score repre­
sents a unique decision for one class, a decision 
for two of the six classes, or a reject if no reli­
able decision can be made. According to this score, 
a decision vector is quantized and transformed'into 
a symbol. We have one symbol for the reject, 6 sym• 
bols for unique decisions, and 15 symbols for all 
possible two-case decisions or 22 symbols in all. 
Since the first stage of the preclassifier module 
transforms a cepstral vector into a symbol, it can 
be viewed as a vector quantizer which incorporates 
phonetic information, Hence, at the output of this 
stage an utterance is represented by a sequence of 
symbols, which then have to be smoothed and segment• 
ed by the second stage of the preclassifier. 

Such a sequence may contain local irregularities 
(corresponding to spurious decisions, particularly 
during transitions) which have to be smoothed out in 
order to correctly segment an utterance, Using 
a simple fixed-length majority voting filter for 
smoothing is not very effective because this does 
not take statistical information on segment dura­
tions into account. Better segmentation results are 
obtained by statistical decoding using HMMs of phone 
classes and transitions as well as information on 
phone class durations. 

Fig. 3 illustrates the complete preclassification 
process. The example used here is the German time 
phrase 'neun Uhr drei' (9:03) with following phoneme 
/diphone and phone class descriptions: 

phon./diph.: n o Y n U R d dr r a I 
phone clas.: pl ln bv fv ln bv cv pl ln cv fv pl 

The first row of Fig. 3 shows the phoneme/diphone 
segments which were manually labeled for this exam­
ple (transition segments are not shown). The second 

bv 
CV 

tv 

bv 
CV 

1'V 

I -

0 110 
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■ -80 120 160 

frame (I Oma) 

Fig, 3 phone class segmentation of the German time 
phrase 'neun Uhr drei' (9:03) 
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row shows the output of the first preclassifier 
stage, Dark areas are unique decisions, and shaded 
areas are two•class decisions. The third row shows 
the result of the segmentation. Obviously there are 
two errors in the segmentation (shaded areas), The 
first back vowel 'o' is split into two shore bv and 
cv segments, and the liquid 'r' is merged with the 
following central vowel 'a'. 

In o~der to reduce the number of such segments• 
tion errors we will implement both a set of rules 
which directly include the speech signal energy in 
the segmentation process and also statistical models 
for the most frequent preclassification errors. A 
frequent error, for example, is the smoothing out of 
a short sonorant segment between two vowels. How. 
ever, such a missing segment can be easily recovered 
using the energy contour which shows a clear dip in 
the sonorant segment. 

Error models which define the likelihoods of 
context-dependent preclassification errors will be 
used to generate alternative segmentations. In order 
to evaluate error models some experiments with a 
larger preclassified data base are in progress. 

The output of the preclassifier are error modeled 
phone class sequences forming the input to the next 
recognition stage. In this stage the lexical module 
first generates syllabic segments from the phone 
class sequences. Then syllabic segments are used to 
select a set of word candidates which are possible 
in the given part of an utterance. 

PRECUSSIFIER PERFORMANCE 

This section summarizes the preliminary perform• 
ance of two preclassifiers which were computed from 
Italian and German speech data. The classifiers were 
trained with 720 words from four Italian speakers 
and 500 words from two German speakers. 

The frame-by-frame classifications in the first 
stage of the preclassifiers have quite low error 
rates between 31 and 61. Only segments labeled as 
stationary phonemes are considered here because its 
difficult to define an error rate during transitions . 
Error rates were obtained using the 'k best of six 
classes' rule, where k - 1 for unique decisions and 
k - 2 for two-case decisions. 

The segmentation is based on the Viterbi algo • 
rithm; rules and error models have not yet been 
implemented. For isolated words we had an segment 
error rate of about 101. Using the German preclas• 
sifier we made some additional experiments with 100 
connected digit strings and 100 five -word sentences. 
With this material, which did not belong to the 
training data, we had segment error rates of about 
121 for connected digit strings and about 161 for 
the sentences, respectively. By applying energy 
information and errors models, error rates can be 
decreased and the reliability of the preclassifier 
further improved. 

Using the preclassifier approach described above , 
speech signals can be reliably segmented into six 
broad phonetic categories which minimize the ambi· 
guity in the lexicon access, 
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MODELISATION AUTOREGRESSIVE 
EVOLUTIVE ET RECONNAISSANCE 
DE LA PAROLE 

G.Boulianne, G. Chollet •, et Y. Grenier • 
INRS-Telecommunications (Univ. du Quebec) 
3, Place du Commerce 
Verdun, Quebec CANADA H3E 1H6 

Lr. signal dr. parole est caractirisi par unr. alternance 
dr. zones apcctralr.mr.nt aasr.z atablca, entrecoupir.s de rigions 
tranaitoirr.s. Les a1111teme11 de reconnaiaaance proposes par le 
paasi rr.posent sur dr.s proprietis de stabiliti spr.ctrale et de 
1tationnariti; ils obtiennr.nt dt!8 performances mitigiea pour 
Ir.a rigions de transition. Unr. rr.prisentation de cr:s rigions 
par modelc AR ivolutif, validr. sur toute la duree d'unc ri­
gion transitoire, eat propoaie. Les coejficicnta du modelr. 
dependent du temps ct s'r.:rprimr.nt sur une ba,r. limiter. de 
fonctioris tr.mporellea. Cette mithode de repri11entatior1 r:at 
app/iquir. a la reconnaissance de ar.gmr.nts tranaitoires C- V 
c:rtraits de parole naturellr., et comparer. a des mithodea plus 
c/assiques. 

INTRODUCTION 

La modelisation autoregressive est bien connue en tra.ite­
ment de la pa.role sous le nom de prediction lineaire (1). EUe 
oblige a un compromis entre precision et sta.tionnarite qui 
consiste a decouper le signal en fenetres d'une diza.ine de 
millisecondes. 

La modelisation AR evolutive, telle que mise au point 
par Y.Grenier 12), n'exige pas la stationnarite du signal et de 
ce fait est mieux adaptee aux regions transitoires de la pa­
role. Le developpement d'un espace de representation ade­
quat et d'une metrique adaptes a la representation evolutive 
fa.it I 'objet de ce travail. 

MODELISATION AR EVOLUTIVE 

Le modele AR d'ordre p s'ecrit habituellemcnt: 

(1) 

Si le processus n 'est pas stationnaire, !es coefficients ai de­
viennent dependants du temps et sont appeles coefficients 
evolutifs: 

Yt + a1(t - l)Yt- 1 + ... + a,,(t - P)Yt- p = bo(t)lt (2) 

Leur expansion sur une base de m fonctions du temps s'ecrit 

m- l 

ai(t) = L a,;f;(t) (3) 
j • O 

et rend possible leur calcul 12]. Les a.; sont appeles com­
pasants invarianta du modele evolutif. En representant !es 
fonctions de la base sous la forme d'un vecteur F(t) = 
l/o(t) Ii (t) ... / m- dt)], le modele evolutif M(t) est obtcnu 
par 

(4) 

ou la matrice A est formee des composants a,;• La station• 
narite n 'etant plus necessaire, un modele evolutif peut etre 
calcule pour un segment de parole arbitrairement long. 

• E.N.S.T ., Paris, France 
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COEFFICIENTS EVOLUTIFS DU CEPSTRE 
Pour 1111 model<• stationnaire. les coefficients cepstraux 

st· deduiscut des rnetticicnts dt> prediction grace ii une rein• 
tion rt;cursiv<' ([!)). Les coefficients cepstraux evolutifs sont 
definis par une extension d<' cett.e reln.tion; 

i-1 k · 
c.-(t) = ai(t) + L 7 1 

'i-A:(t)aJ:(t) (5) 
k=I 

L'expansion des ci(I) sur une base de m fonctions orthogo­
nales sur l'intervalle r permet de deriver unc approximation 
des composants eepstrauz invariants: 

i-1 k • m - 1 m-1 

'i, = a;q + L ~ i L '(i-A:)r L ak,fr1q (6) 
A:=l r=O 1=0 

pour i = 1, ... ,pct q = O, ... , m -1, et oii les constantes fr, q 
peuvent etre precalculees: 

J, fr(t)J. (t)Jq(t)dt 
Iraq = Ir l;(t)dt 

(7) 

Le filtre de prediction doit etrc stable afin de ga.rantir un 
comportement raisonnable des composants cepstraux. La 
stabilisation d'un modele est effectuee selon la technique de 
[31, qui consiste a evaluer le polynome A(z) sur un cercle de 
rayon superieur a 1. 

DISTANCE ENTRE MODELES EVOLUTIFS 

Des essais preliminaires sur la distance euclidienne en­
tre spectres logarithmiques, coefficients de prediction,de re­
flexion, ct du cepstre ont montre !es memes tendances pour 
le modele evolutif que celles observees par Ill et 141. La 
metrique euclidienne sur Jes coefficients cepstra.ux a ete re­
tenue pour Jes tests de reconnaissance. 

La. distance euclidienne entre deux segments de parole 
decrits par deux trajectoircs de parametres, i.e. deux suites 
A et B de N points e. p dimensions s'ecrit habituellement: ' 

N - 1 p 

d(A,B) = L L(Mn) - ai(n))2 (8) 
n• O i= l 

L'equiva.lent pour deux tra.jectoires evolutives decrites par 
des composants invariants est 

m - 1 p 

d.(Ae,Bc) = L hq L)b;q - a;9)
2 (9) 

q,.O i • l 

oil lcs coefficients h9 dependent de la base de m fonctions. 

hq = !, J/(t)dt 

ANAMORPHOSE TEMPORELLE 

(10) 

Les segments sont modelises sur l'intervalle r, subis­
sant une normalisation lineairc du temps. Des deformations 
non-lineaircs peuvcnt etre obtenues directement da.ns le do­
maine des composants invariants. Soit la transformation 
temporelle t 1 = u(t) . Si r est une matrice de transforma­
tion dont Jes elements sont 

.. _ fr fi(u(t))f; (t)dt 
'YrJ - Ir l;(t)dt 

(11) 



un modele transforme s'exprimera en fonction de la base 
originalc et de composants tra.nsformes A 1 = Ar: 

MT(u(t)) = AFT(t1) = ArFT(t) = A'FT(I) (12) 

En parametrisa.nt u{t) par un polynome ao+a1 t+a2t2+ 
... + adtd, la ma.trice devient: 

(13) 
La transformation optimale est celle qui minimise la distance 
cntre un modele B et un modele A anamorphose: 

d; = mindc(Ar,B) = min ~(A,B,ao, ... ,ad) (14) 

avec des contraintes qui restreignent awe transformations 
plausibles; positivite de la pente (pas d'inversion du te~ps), 
degrc peu clevc du polynomc u(t), intervalle transforme 
situe dans l'intervalle T. Le probleme SC resoud par un al­
gorithme d'optimisation non-lineaire classiquc. 

SEGMENTATION 

L 'evaluation des techniques preccdentes est faite sur 
des segments transitoires. Leurs frontieres ont ete definies 
comme etant les points de pente maximum d'une fonction 
de stabilite: 

- l S j c +2 
v(n) = 4 I; I; lr,(n) - ri(n + ill (15) 

i-'"lj=-2 

Les ri(n) sont les coefficients de reflexion d'une fenetre n. 
Les regions considerees non-stationnaires sont ainsi celles ou 
la derivee seconde de la stabilite est positive. Cette defini­
tion ne comporte pas de seuils arbitraires ou dependants du 
signal. 

EXPERIENCES ET RESULTATS 

Les experiences ont porte sur des transitions consonnes­
voyelle de langue franc;aise. Dix series des 18 syllabes / le/ 
/ Re/ / je/ / we/ / ye/ / vc/ / fc/ / sc/ / Jc/ / 3e/ / me/ / ne/ 
/ pe/ / le/ / kc/ / be/ / de/ / ge/ prononcees par un seul 
locuteur adulte male, en ordre aleatoire, ont ete filtrees, 
numerisces a 12 bits, puis segmentees en regions instables. 
Parmi ces regions, 175 situees immediatement avant le noyau 
vocalique stable ont ete extraites et modelisees avec 16 poles 
ct 4 fonctions de base (polynomes de Legendre). Ces dimen­
sions sont basees sur !'optimisation du critere d'Akaike. Les 
composants invariants de prediction ont ensuite ete trans­
formes en composants invariants cepstraux. Environ 19% 
des modeles ont du etre stabilises. Les modeles cepstraux 
evolutifs obtenus ont ete soumis a quatre experiences: 

1. Les dix series ont ete divisees en dewc moities de 5 
series; la distance euclidienne entre chaque segment 
d'une moitie et tous les autres segments de l'autre 
moitie a ete evaluee, sans anamorphose. Cette proce­
dure a produit 175 tests de reconnaissance. 

2. La procedure 1 a ete repetee en introduisant une 
anamorphose de degre d = 2 dans !'evaluation de 
la distance. 

3. Chaque serie a cte comparee a des references obtenues 
en combinant les segments des 9 autres series ("leave 
one out"). 

4. La procedure 3 a etc repetee avcc, pour chaque serie, 
des references auxquelles elle aV11.it participe. Ainsi 
Jes segments testes avnient servi a l'npprentissagc. 
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Taux de reconnaissance (175 tests) 

Experience Rang du premier correct 

no. 1 2 3 

1 57% 66% 70% 

2 57% 68% 69% 

3 58% 69% 78% 

4 72% 82% I 88% 

La comparaison des experiences 1 et 2 montre que le 
taux de reconnaissance n 'est pas modifie sensiblement par 
l'anamorphose. Seulement 16% des erreurs commises dans 
l'une ne le sont pas dans l'autre. L 'anamorphose ne degrade 
pa.s la capacite de discrimination de la mesure de distance, 
mais ii ne semble pas y avoir d'avantage i. l'utiliser pour des 
segments aussi courts. L 'algorithme de creation de referen­
ces, mis en evidence dans !'experience 3, se rcvele efficace. 

Les candidats aux errcurs Jes plus frequentes se retrou­
vent parmi ]es segments qui ont dii subir une stabilisation. 
48% des erreurs sur ceux-ci proviennent d 'une confusion avec 
un autre segment stabilise. On pcut s'attendre a une amelio­
ration marquee du taux de reconnaissance si une autrc me­
thode de stabilisation pcut etre misc au point, qui n 'aplatisse 
pas l'enveloppe spectrale. 

Ces resu)tats peuvent etre compares aux experiences de 
j5) sur des series consonnes-voyelle fram;aises 5imilaires; 12 
systemes de reconnaissance disponibles sur le marche eu­
ropeen avaient alors obtenu un tamc de reconnaissance situc 
entre 40% et 85%. 

CONCLUSIONS 

Cette etude montre qu 'ii est possible de developper, 
pour la modelisation evolutive, des techniques semblables 
a celles dont on se sert en prediction lineaire. L'espace peut 
etre muni d 'une mctrique utilisable pour la reconnaissance 
et de transformations permettant une anamorphose tem­
porelle. Les resultats obtenus permettent deja d'identifier 
les points faibles des techniques developpees, sur lcsquels 
devraient s 'attarder de futurs travaux. 
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HEW NOlf-SUPDV:ISBD LEARNING MffllODS POR 
SPEAKER ADAPTATION 

Oa11111u !Cakuaho and Riichiro Mizoguchi 

The Institute of Scientific and Induatrial Research 
oaaka univerai~y, 8-1 Mihogaoka, Ibaraki, 567 Japan: 

ABSTRACT, An inter-related phoneiae tmaplata ayate111 ia 
proposed together with it■ two nonsuperviaed learning 
algorithms. Their efficiency i• verified through 801118 computer experi-nts of word recognition. 
1. INTRODUCTION 

Thia paper ia concerned with aut01114tlc speaker 
adaptation for speaker independent recognition. An­
phoneme template syste,a composed of inter-related 
phoneae tetaplate■ is propoaed[l) along with two 
efficiant non-supervised learning algorithllla. One ia 
based on the selection of the inter-related phonenie 
tenplates fr011 a set of te111platea prepared before­
hand. The other ia baaed on the creation of new 
teraplates appropriate for each speaker. The forr111r 
algoritlutl ia perfomed in •on-line• IIOde, that ia, 
the selection is made every time a word ia uttered. 
It ia useful for rapid adaptation. The latter is 
perfonied in •batch" mode, that is, the creation ia 
made after a reasonable amount of words are obtained. 
Although the adaptation is done one or two day■ after 
the first usage, almost C0111plete adaptation can be 
11111de in this learning algorithm. The performance of 
these two non-supervised learning algoritlulls is 
verified by computer simulation of a word recognition 
system. 

2. INTER-RELATED PBOffENB TEMPLATES 
2.1 Construction -thod 
-- step l: For each speaker, lllilke augn19nted feature 
vector& of the dimenaionality Sd by r:olllbining every 
feature vector of the d1-nsionality d of the frame 
r:orresponding to Japaneae five vowels. 

step 2: Apply k-meana niethod[JJ to the augmented 
vectors and obtain representative vectors of the 
clusters (one frcn each clusterl. 

atep 3: Deccn-
pose the represent- -;; 28 
ative vectors into = 
the original form, 0 24 
each of which is ~ 
conaiderltd as a • 20 

template of a vowel. 

hl !!!, example 2! ~ 
inter-related phonw 
template 

N 

12 

8 
/o/ Fig. l shows 

four inter-related 
templates (pentagons) 
represented in a two 

4 ~2---◄---,---.----10 
F 1 •100 [lb) 

di111ensional space Fig. 1 Soma examples of inter­
COlllposed of th• first related phoneme templates. 
and second formants 
frequencies. Speech samples are drawn fr0111 the 
isolated vo-la uttered by ten male adults. The 
vertices of each pentagon ara template patterns. 
J. NON-SUPERVISED LEARNING HETIIOO OF ON-LINB TYPE 
hl Alqori tha 

Let use-count of a template be defined as a 
number of input patterns which natch beat with the 
te111plato. And let use-COW1t of an inter-related 
template be defined as a sum of the use-count of the 
templates contained in it. Then, va have the 
followin<J learning(aelection) algorithll. 
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step 11 calculate the use-r:ount of all the 
templates. 

step 2: Select the inter-related template of the 
maximal use-count. 

Thi• algorithm is baaed on the selection of the 
templates according to the use-count which are 
obtained without using the identitiea of the input 
patterns. Therefore, it ia a non-supervised learning 
algorithm. The selection can be perfonied in any time 
period and in any scheme. 

hl Evaluation 
J.2.1 Vowel recogni­
tion 

a) Speach 11&11ples 
Japanese five 

vowels uttered conse­
cutively like /ieaou/ 
by 15 male adult• 
were analyzed with 
LPC method (lOkKz 
sampling, auto-corre­
lation, order 12, and 
hallllling window of 
length 20ma with 
shift interval lOne). 
Each speaker uttered 
a sequence of vowels 
five times. Two of 
them were used for 
template conatruction 
(600 frames in all, 
600 • 15men x 5vowels 
x 8framaa), and the 
rest of them were 
used for learning and 
recognition (675 
fra~es in all, 675 • 
lSmen x Svowels x 
9franies). 

l.O 

---- ~IS 

(IJ - CIAUO 

3.0 \\ 

2.0 ·<: 
'.t ...... 

l.O .. 

1, JO ., o. o ~-~--
012l45 

Fig. 2 Learning 
process ( 1). Pig. 3 Learning 

process(2). 

Table 1. Recognition rates. 

■pkr bef. L. 11ft. L. 
Re\ RIR \ Re• 

XI 100 50 98 
SN 98 24 100 
MA 92 80 96 
XO 98 10 98 
YA 90 22 98 
YU 98 -25 96 
YM 98 16 100 

AVE. 96.3 25 98.0 
b) Recognition method 

Recognition is made using the template 111atchinq 
in the 4-<ii-nsional Fischer apace constructed based 
on the samples for tBlllplate construction. 

c) EXperiment 
Aa described in a), the speakers used for 

template construction and rer:ognition are identical, 
so this is a closed recognition as to the speaker. 

Ten inter-related templates were obtained 
according to ths method described in section 2. Fig. 
2 depicts the learni119 procea■ of vowel recognition. 
'nle vertical axis shows the error rates(\) and the 
horizontal one the number of vowels given to the 
system. Tho letter •x• denotes the error rate of the 
conventional templates and the letter "o" that of the 
proposed template. In order to see the effect of the 
order of vowels on the learning perforJMnce, 
simulation wa■ dona for two kinds of sequences. The 
error rates corresponding to the sequence /ouaie/ are 
depicted by broken line and those corresponding to 
/eiauo/ are depicted by solid one. Selection of the 
templates is dona as follows: Every tine when 
learning of a V<>'Ml la done, for the conventional 
templates, one template corresponding to the vowel is 
chosen fr0111 the templates. For our template, on tho 
other hand, six inter-related tefllplatea are chosen 
after the learning of the first vowel is done. Four, 
three, two and one inter-related ta•plato are chosen 
after the learning of th• second, third, fourth and 
last vowel is done, respectively. It is seen fr011 Fig. 2 that learning of our ta1plates does not depend 
on the sequence of vowela, while that of the 
conventional ones depends largely on the sequence. 

Fig. 3 shows the relation between the error 
rates and the nlJlllber of learning samples given to the 



system until it aakes the final selection of the 
template. This figure demonstrates that learning of 
the inter-related templates is much Easter than that 
of the conventional ones. Some advantages of the non­
supervised learning method of the inter-related 
template are summarized below. 

l) Adaptation is fast. 
2) Learning process is stable. 
J) Learning process is reliable. 

3.2.2 Word recognition 
Vocabulary of the system is composed of Japanese 

ten digits 0(/rei/) through 9 (/kyu/). open 
recognition as to seven male adults was done, where 
eight inter-related templates were prepared before 
hand. Table l shows the recognition rates for sevP.n 
speakers. RIR paraDeter represents the ratio 'of the 
improved recognition rate of vowels contained in the 
digits. This results shows the effectiveness of our 
non-supervised algorithm. 

4. NON-SUPERVISED LEARNING OF BATCH TYPE 
The learning method proposed above is based on 

the selection of a te~plate from a set of them 
prepared in advance. Therefore, performance of the 
learning depends on the speakers, that is, 
adaptation(selection) is done successfully only when 
at least one template appropriate to the speaker is 
stored in the system. When no such template is 
stored, however, much improvement can not be attained 
by the learning. In order to make the learning more 
effective, another learning method is proposed in 
this section. 

The learning method creates new templates 
appropriate to the speakers rather than selection of 
them. To do this, the algorithm needs a reasonable 
amount of sample words. Consequently, adaptation to a 
speaker is made one or two days after his first use 
of the system. This is why the algorith~ is said to 
be of batch type. 

,id Alqorithnl 
The block diagram of 

tha total system is shown 
in Fig. 4, in which a 
block surrounded by 
broken line corresponds 
to the proposed learning 
algorithm. 
4.1.l Clustering of input 
words 

A clustering method 
12l is applied to 
respective sets of words 
uttered by a speaker. 
Since the clustering 
algorithm requires only a 
distance matrix as input 
data, it is easily 
executed. 
4.1.2 Identific&tion of 
the categories of the 
clusters 

spoken words 

__ __.recognition 
system 

feature parameter 
LPC cepstru~ of order 
12 and energy 

recognition results 

i clustering of words : 

1 identification I 1 of clusters I 
I .----'--- I I segmentation I 
1----L---__,I 
(£~s:e~~ ~f_p~~e~s!J 

creation of templates 

Clusters obtained Fig. 4 Block diagram of 
above are labeled accord- the total system. ing to the majority rule 
using the labels given by 
the system itself. There are two alternatives of the 
treatment of the minorities in the rest of the 
operations: 

Al Reject them and 
B) Relabel them to the category of the majority. 

In the case of A), the new templates are created by 
using only words supposed to be recognized 
s uccessfully by the system. In the case of B), on the 
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other hand, such words t~at are supposed to be mis­
recognized are also uaed for creating new templates. 
4.1.3 Segmentation 

SegmentatiOfl of eyefY word is done by using the 
energy and label associated with it. 
4.1.4 Creation of the inter~related te111plates 

~ccording to the operation thus far, a set of 
frames labeled one of the Japanese vowels are 
obtained. New te111plates are created froa1 these frames 
by clustering procedures shown below. 

step 1: K-means method of number of clusters 8 
is applied to the whole set of frames. 

step 2: For each vowel, count the number of 
frames belongiag to respective clusters. 

step 3: For each vowel, select ~~jor groups 
until they cover ao, of population of the vowel. And 
consider them as the 
templates of the correspond- Table 2 Recognition 
in9 vowel. rates(\). 

step 4: Re~ister the 
template as an inter-
related template. 

hl Evaluation 
Perfor~ance evaluation 

of the proposed learning 
,nethod was done in word 
recognition of 32 words. 
Phoneme templates were 
obtained from the words 
uttered by 31 male adults. 
Fifteen tifteB utterances of 
ten words in the vocabulary 
made by eight speakers other 
than the 31 speakers were 
used for the evaluation. Ten 
utterances were used for 

spk1 1'-1 T-2 T-3 
A 98.0 94.0 100 
B 91.8 97.9 91.8 
C 98.0 100 100 
D 93.9 98 0 0 100 
E 90.0 92.0 98.0 
F 98.0 98.0 98.0 
G 68.8 91.3 93.5 
H 76.0 84.0 94.0 

AVE 89.4 94.4 96.9 

Table 3 Improvement of 
vowel recognition(\). 

speaker 1- >2 1->3 
F 3.7 29.6 
G 54.4 57.9 

initial recognition and collection of data for the 
non-supervised learning. The final recogni tion was 
done by using the rest of 5 utterances. 

We have three sets of teftplates: 
T-1: 31 templates before learning 
T-2: Template created using category 

identification A) in step 2. 
T-3: Template created using category 

identification Bl in step 2. 
The results are shown in Tables 2 and 3. Table 2 

shows the recognition rates of the respective 
speakers and Table 3 shows the values of RIR. tt is 
soon from both tables that the batch type non­
Gupervised learning algorithm attains much 
impro vo,nent especially for the speakers having low 
initial recognition rates. Furthermore, performance 
of T-3 is slightly be~ter than that of T-2. 
This is because T-3 is constructed from the mis­
recognized words as well as recognized ones. 
5. CONCLUDING REMARKS 

Inter-related phoneme templates have been 
proposed together with two types of non-supervised 
learning algorithms. The results of the computer 
experiment has demonstrated the efficiency of them 
and shown the possibilities of this application to 
the real world situations. 

(References] 
Ill Hizoguchi, R., et al.:"Word recognition system 
for unspecified people based on inter-related phoneme 
templates", Trans. of the IECB Japan, Vol. J67-A, 6, 
pp. 572-579, 1984. 
(21 Mizoguchi, R. , et al.: "A nonparametric algorithm 
for detecting clusters using hierarchical structure", 
IEEE Trans., PAMI-2, 4, pp. 292-300, 1980. 
(31 Anderberg, M.R.:"Cluster analysis for 
applications", Academic Press, 1973. 
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Abstract: Speech recognition techniques- which take 
f1xed -t1me slices as input to a matcher face the task of 
mapping from arbitrary pieces of the physical signal to 
abstract linguistic units. This paper examines the 
reliability with which individual vector-quantized LPC 
spectra can be mapped to various sets of 
acoustic-phonetic classes. The database for the 
experiments consisted of approximately 130,000 spectra 
from a pre-labeled corpus of 616 5-digit strings, and 
classif1cat1on was performed on the basis of a maximum 
ltkelihood decision rule. Classification accuracy, when 
the same database was used for training and testing, 
ranged from 94.0% for a simple voiced-voiceless 
distinction to 42 .7% for a set of 45 acoustic-phonetic 
classes used in earlier connected d igit recognition 
experiments [1,2). 

Introduction 

It is commonly accepted that the vanabihty 
inherent in speech makes it difficult to recognize 
linguistic units such as allophones directly from 
sequences of short-time spectra. This observation has, in 
part, motivated work on broad phonetic classification 
schemes, in which an initial labeling of the recognition 
vocabulary is made on the basis of presumably robust 
acoustic-phonetic categories which then is used to 
identify subsets of the vocabulary for more detailed 
acoustic processing. Studies have shown that. for 
instance, a coarse-grained classification based on 
manner of articulation reduces a 20,000-item wordlist 
into approximately 100 phonetic cohorts (i.e., wordlist 
sublists) 131. Relatively little Quantitative data are 
available, however, to determine whether classification 
strategies designed and tested on the basis of abstract 
phonetic or phonemic considerations are actually useful 
in labeling large corpora of speech signals. Similarly, 
little is known about trade-offs between classification 
accuracy and the granularity of the labeling scheme. 

This paper examines the reliability with which 
individual vector-quantized LPC spectra can be mapped 
to three types of acoustic-phonetic classes: one based on 
manner of articulation; a second based on 
multidimensional distinctive features (see e.g. [41); and 
a third "system-specific" type influenced both by 
knowledge of the classifier's front end and of acoustic 
characteristics of individual classes in the recognition 
vocabulary. 

Procedure 

The database for the experiments consisted of 
129,812 spectra from a pre-labeled corpus of 616 5-digit 1 o l 

strings. The connected-speech utterances were spoken 
by 56 adult talkers (27M, 29F) from 22 geographically 
defined dialect groups, and form a subset of the 
training portion of Texas Instruments' connected digits 
database [51. The initial label set comprised 45 
acoustic-phonetic classes used in earlier connected d igit 
recognition experiments [1,2). Labeling was done 
primarily by hand, with simple durational rules for 
automatically dividing diphthongs and certain sonorant 
and word-boundary regions. 

Signal preprocessing consisted of digital 
downsampling of the Tl data from 20 KHz to 8 KHz (i.e., 
a 4 KHz bandwidth) and preemphasis by 
first-differencing. Short-time spectra were computed 
using an 11 -pole LPC analysis, with a 25.6 msec 
Hamming widow and a 10 msec frame rate, and were 
vector quantized to a size 1024 codebook. 

Classification of spectra was performed using a 
maximum-likelihood decision rule and, in these 
preliminary experiments, the same database was used 
for training and testing. 

Classification Schemes 
As noted above, three classification schemes were 

examined. Each involved grouping the initial 45-label 
set into smaller numbers of acoustic-phonetic 
categories. The grouping was complicated slightly by 
the fact that the initial labeling of the data was partially 
automated and thus not completely phonemic (e.g., 
glides typically included a short portion of the adjacent 
vowel). Such phenomena were uniform, however, 
across the three classification schemes. 

With respect to the first classification, based on 
manner of articulation, label sets of size 4 (silence, 
fricative, nasal, vowel) and 6 (silence, weak fricative, 
strong fricative, nasal, glide and vowel) were used. 

The second, multidimensional classification 
employed diverse distinctive features so that a given 
label represents a vector of cross-classified values. In 
contrast, manner forms a unidimensional classification. 
Figure 1 shows a distinctive feature tree corresponding 
to the complete [-sonorant] subset of the distinctive 
feature categories. Such trees yield relatively 
coarse-grained classes at the top nodes and 
finer-grained classes as the tree is descended. A binary 
partitioning of the initial label set led to the 
[ +/-sonorant) distinction. 

SONORANT 

NA,AL 

+ . • 

• + ·····-7 
n 

n-i sil 
n-f t -gap 

k-gap 

INTERRUPTED 
+ .• 

l 
krs 

ACUTE 
+ 

I 
V 

Figure 1: Distinctive Feature Tree for "consonants" 
A partial tree for the third scheme, which is 

system-specific and multidimensional, is shown in Figure 



2. As noted above, this classification strategy takes into 
account both characteristics of front-end processing and 
acoustic characteristics of individual acoustic-phonetic 
classes in the recognition vocabulary. For eKample, 

UNVOICED/ VOICED 

SIL+ WKFRIC/STFRIC NASALJNONNASAL 

l r/NON-r ll 
l HIGHF2/NON-HIGl'iF2 

l l 
Figure 2: Partial Tree for the system-specific 
classification 

weak fricatives and silent intervals are collapsed into a 
single class because they are difficult to discriminate on 
the basis of LPC spectra alone. On the other hand, the 
release portions of the [t]'s in the digits 2 and 8 are 
classified as strong and weak fricatives, respectively, on 
the basis of context-dependent acoustic manifestations. 

Results and Discussion 

Figure 3 shows overall classification accuracy (i.e., the 
percentage of short-time spectra correctly classified) as a 
function of number of acoustic-phonetic categories for 
the three classification schemes. Percentages are similar 
across the classification schemes when small numbers of 
categories are used. {For the purpose of comparison, a 
fourth classification with arbitrary six-way partitions 
was created and found to exhibit classification accuracy 
of48.4%). 

Number of multiple task-
Categories manner 

features specific 

2 93.5 94.0 

4 84.6 84.6 87.0 

6 79.0 73.7 79.2 

10 67.4 73.5 

21 64.3 

45 42.7 

Figure 3:. Overall classification acuracy (percent 
correct) versus number of acoustic-phonetic 
categories for the three classification schemes. 

An advantage of multidimensional classifications, 
such as the feature-based and system-specific 
classifications, as opposed to a unidimensional 
classification such as manner, is that they support a 
selective traversal down one or more branches of a 
classification tree. The choice of whether to collapse or 

l 02 

differentiate categories can therefore ~e ~e~ermi.~ed on 
the basis of the lexicon, or the d1scr1minab1hty of 
individual classes. 

Figure 4 shows overall classification accuracy a~ _a 
function of the branch traversed for the system-spee1f1e 
scheme, and shows, for example, that a 9-way 
classification determined by a broad unvoiced class 
being more finely-differentiated was equal to _the 
performance of a 6-way classification when the voiced 
branch was descended. The same advantage does not 

Number branch traversal 
of 
Categories unvoiced voiced 

3 89.0 92.0 

4 84.6 88.8 

6 82.3 

9 83.0 

10 74.2 

Figure 4. Overall classification accuracy (percent 
correct) for system-specific scheme as a function 
of the branch traversed. 

show up in a 3-way or 4-way comparison, and thus 
classification accuracy depends both on how categories 
are sub-divided and on how many sub-divisions are 
formed. We are also able to note that combining 
categories representing relatively broad classes with 
categories containing a single segment type which 
proves to be highly discriminable in the vocabulary of 
interest (e.g., the early vocalic region in 4 (AOR1) in this 
database) can be advantageous. 

Summary 

Multidimensionality appears to be a desirable trait 
of classification systems for applications in automatic 
speech recognition. This is because the identity and 
grain-size of the classes can be determined freely both 
by what features are the most useful for discriminating 
lexical items, and by what classes prove to be the least 
confusable for a particular classifier. 

1. After Aug 86: Division of Engineering, Box D, Brown 
University, Providence, RI 02912, USA 
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ABSTRACT: In this paper, a discrimination method of 
voiced plosive& ,is proposed using two sets of 
parameters, one, that describes the transition of 
acoustic parameters by fitting their transition loci 
with regression lines and the other, the acoustic 
parameters themselves at the beginning point of the 
transition. The gradient of the regression lines is 
found to be effective for discriminating among voiced 
plosives. 

1. INTRODUCTION 

It is generally assumed that the acoustic 
properties of voiced plosive& lie both near the burst 
and in the transition part to following vowels.Cl] 
Proposed here is a method for discriminating voiced 
plosives by employing both instantaneous properties 
near the burst point and dynamic properties in 
transient part. The transition properties of a 
consonant followed by a vowel are especially 
dependent on the following vowel. In this paper a 
following-vowel dependent discrimination method is 
adopted and analysis periods are adjusted for each 
following vowel. Its performance is evaluated on 
isolated syllables uttered by 3B male adults, 

2 • FITTING THE PAllAKE'l'ER TRANSITION WITH REGRESSION 
LINES 

2.1 Analysis and Discrimination of Voiced Plosive& 
The acoustic paramete rs of voiced plosives 

change drastically at the burst and during the 
succeeding short period. However, the variations of 
the parameters in slow transition parts are expected 
to be sufficiently described with regression lines, 
i.e. the transition of each acoustic parameter can be 
approximated with a line, the number of analysis 
frames to be fitted by regression lines is fixed here 
to be ten regardless of the frame shift interval. 

The LPC analysis of order 12 is performed on 10 
successive frames in t he transition part starting at 
the burst point to the following vowel. The analysis 
start point is defined by time delay Td from the 
burst point and is determined according to t he 
following vowe l together with the frame shift 
interval Ts. The short-time energy and the LPC 
cepstrum coefficients are obtained for 10 frames, 
wher e the short-time energy is e xpressed in dB 
normalized by the short-time power of the following 
vowel part. 

The time s eries of each parameter is 
approximated with a regression line. The gradients of 
the regression lines are employed a s the parameters 
to describe transition properties, and t he short-ti me 
energy and LPC cepstr um parameter s of the first frame 
are used as those for instantaneous pr oper ties. 
Ther e fore , 26 par ameters in all ( 13 fir st f r ame 
parame t ers a nd another 13 gradient parameters ) are 
employed for mutual discriminati on voiced plosives. 

Speech samples employed here are 15 isolated CV 
syllables1 /b/, /d/ and /g/ as t he leading consonants 
followed by Japanese vowels /a/, /e/, / i /, /o/ and 
/u/, uttered by 38 mal es in a large anechoic chamber. 
(The total number of utterance is 15x38a570, i.e . 
114( ~570/5 ) for each following vowel ) The speech 
samples we re qua ntized at 10 ksamples/sec with 12 bit 
accuracy a fter low- pass filtering of 4.SkHz cut-off 
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frequency and -260 dB/oct suppression characteristics. 
The discrimination score is evaluated by the 

leaving-one-out method. In this paper, the Fisher 
space[Z] is employed to reduce the diaension of 
parameters from 26 down to 2. The discrimination is 
performed as decision by majorities in 3-nearest 
neighbors on the 2-dimansional Fisher space. 

2.2 Investigation on Analysis Periods 
The optilllCll analysis periods, which are 

determined by the window length for one frame 
analysis ('l'W), the location of the initial analysis 
frame (Td) and the frame shift interval (Ts), are 
investigated for each following vowel assuming that 
the burst points were detected by visual inspection, 
and the following vowels, a priori known. The 
investigation range for each parameter is as follows, 

Tw • 10, 15 and 20msec. 
Ts• 1, 2, 3, 5 and 7msec. 
Td • -12 through 12 by 2msec step. 

The discrimination test is performed under 195 
(•3x5xlJ) combinations of analysis conditions. 

The discrimination performance was COlllpared 
among the window length of lO, 15 and 20msec. The 
discrimination results remain almost the same 
regardless of the window length. Therefore, the 
window length is fixed to 20msec in the rest of this 
paper considering the stability of analysis. 

The total length for each CV syllable to be 
analyzed is determined by the frame shift interval 
Ts. The analysis start point is identified by Td 
which is the time delay relative to the burst point, 
Positive Td means that the analysis is started at Td 
rnsec after the burst. The optimal analysis period 
which yields the best discrilllination score for each 
following vowel is shown in Fig. 1. Table l(a) shows 
the best discrimination scores under condition that 
the burst points were detected by visual inspection, 
and the following vowel, a priori known. 

Table l compares the discrimination score with 
and without employing the gradient parameters of 
the regression lines. It is recognized from Table 1 
that introduction of the gradient parameters improves 
the discrimination score by 5\ on average for the 
five following vowels. Fig. 2 shows the ccmparison of 
the distribution of the phoneme templates on the 2-
dimensional Fisher space for both the discrimination 
schemes with and without parameters for following 
vowel /u/. The clusters of the with-gradient case 
have less overlaps and are clearly separated one 
another compared to the without-gradient case. The 
Fisher ratio is improved fr0111 3.3 to 12.s. 

burst p:,int 

i------------i /a/ 

------✓•/ 
1----:-------1 /i/ 

lo/ 

/u/ 

- 20 20 40 60 BO 
lmaecJ 

Fig.l The optimal analysis period for each following 
vowel. 

Table 1 Discrimination score of voiced plosives(I). 
Burst point detection: by visual inspection 
Following Vowels : a priori known 

Discrimination Score(\) 
Gradient Following Vowel 

Parameters /a/ /e/ /i/ /o/ /u/ average 

(a)used 
(b)not .used 

96 89 92 95 93 
94 83 84 91 89 

93 
ea 



0. 

A,, 
A,, A,, 

rs•••r t'atto • u., 
(a)without the gradient (b)with the gradient 

parameters parameters 
Fig.2 A comparison of sample distributiop on the 

Fisher space ( following vowel /u/ ). 

3. DETECTION OF BURST POINTS AHO RECOGNITION OF 
POLLOWJ:NG VOifBLS 

In the previous section, it is assumed that the 
burst points are detected by visual inspection and 
that vowels, a priori known. This section describes 
a recognition system of voiced plosives with 
automatic detection of burst points and automatic 
recognition of following vowels. 

3.1 Automatic Detection of Burst Points 
Automatic detection of burst points is realized 

by using the distance measure of the LPC cepstrum 
parameters between a lame pair of frames, where two 
frames start at the same point, and end at different 
points. The lengths of the long and the short frames 
are 20 and 17msec, respectively. The correct 
detection rate of the proposed method for burst point 
detection is evaluated under the following criterion. 
If the difference of the detected point and the real 
burst point is less than Jmsec, the detection is 
presumed to be correct. Under the criterion above, 
the score is 921 in average. 

J.2 Recognition of Following Vowels 
Recognition of following vowels is realized also 

employing decision by majorities on the Fisher space 
projected from a 16-dimensional space scaned by the 
LPC cepstrum parameters. For test samples, 5 frames 
near the center of vowel part are analyzed and 
assigned to one of the five Japanese vowels according 
to decision by majorities in 5-nearest neighbors in 
the Fisher space. Then, the final decision is made 
again by majorities in the result of the successive 
five frames. The recognition score of the following 
vowels by this algorithm is 99, using leaving-one-out 
method. 

4. Atn'OMATIC DISCRIMINATION OP VOICED PLOSIVES 

In this section, voiced plosives are 
automatically discriminated. The following vowel is 
first recognized, and the Fisher space is 
automatically chosen among those prepared for the 
five Japanese vowels separately. The analysis 
periods are determined referring the burst point 
detected automatically. 

Table 2(a) shows the recognition scores based on 
the automatic identification of the following 
vowels. The notation of the recognition unit C in 
Table 2 indicates that the recognition score is that 
concerning the consonants only, regardless of 
recognition error concerning the vowels. In case of 
recognition unit CV, the score is recognition 
including the vowel identification, i.e. the score 
means recognition rate of Cl/ syllables. ~lthough the 
score is a little bit worse than Table 1, however, 
the score is over 901 in average. Table 2 shows the 
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Table 2 Discrimination score of voiced plosives(II). 
Burst point detection: automatic 
Following vowel rec09tlition: automatic 

Discrimination Score(I) 
Gradient Rec. Following Vowel 

Parllllleters Unit /a/ /e/ /i/ /o/ /u/ average 

(a)used 

(b)not used 

C 
CV 

C 
CV 

93 90 91 
93 88 91 

95 89 
95 89 

91 82 
90 82 

82 89 87 
82 89 85 

92 
91 

86 
86 

Table 3 Discrimination score of voiced plosives by 
the following vowel independent discrimination eystem. 

Burst point detection: automatic 

Following Vowel 
/a/ /e/ /i/ /o/ /u/ average 

Score(I) 85 80 84 84 88 84 

comparison of the score obtained by· using 
gradient parameters and that without using them. 
this Table, it can be said that introduction of 
gradient parameters improves the score by s, 
automatic CV syllable recognition. 

5 0 FOLLOlfING-VOWEl. INDEPENDENT DISCRIMINATION 

the 
From 
the 
for 

As described above, a Fisher space is prepared 
for each following vowel for vowel-dependent dis­
crimination aiming at improvement in discrimination 
ability. In order to justify the vowel-dependent 
discrimination, a following-vowel independent 
discrimination is tried on the speech data. Table 3 
shows the scores of following vowel independent 
discrimination. The test samples are classified into 
three categories with decision by lll4jorities in 5-
nearest neighbors in a 4-dimensional Fisher space. 
The vowel-dependent sche111e is proved to be very 
effective for discrimination of voiced plosives. 

6. CONCLUSION 

A following-vowel dependent discrimination 
system for voiced plosives is proposed employing 
additional parameters for describing the dynamic 
properties. The dynamic properties are extracted as 
the gradients of regression lines which approximate 
the transition of the acoustic parameters The 
short-ti111e energy and the LPC cepstrum parameters are 
employed as the acoustic parameters here. The speech 
samples are Cl/ syllables uttered by 38 male adults 
with voiced plosives for C and Japanese vowels for v. 

The analysis periods are adjusted according to 
following vowels. In case that the burst points are 
automatically detected and following vowels are 
recognized by the system, discrimination acore is 
91,. It is proved to be effective for discrimination 
of voiced plosives 

(l) to introduce gradient parB111etera of 
regression lines to describe the dynamic property, 
and 

(2) to adjust the analysis condition for each 
following vowel and adopt a following-vowel dependent 
algorithm. 
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This paper dcs~ribes a speech recognition system for 
large vocabulary text mput. The system recognizes connect d 
Japanese syllabl_es by both continuous p~ttern matching a~d 
speaker-adaptation b11;5~d on th~ Multiple Similarity(MS) 
method. The r~cogmt1on algorithm consists of syllabic 
bol!ndary ~ctec.t1on, vowel and consonant recognition and 
lexical vcnficat10n. The refe~cnct- pattern vectors adapt to 
each_ spc~ker by K- L. ~xpans1on . through covariance matrix 
mod1ficat1on. Recognition experiments on a 17 877 word 
Japanese vocabulary showed 92.61.'t· accuracy for 10 ~ale 4 400 
phrase ut.terances. ' 

INTllODl'CTIO~ 

While many e,pe<•ch r<n1g11ition systems have been 
developed in the last d1•rnd<', fow word recognition systems 
have been acrt•ptrd for text input applintion owing to poor 
accuracy and limited vocabulary. DI' rnatching is a prevailing 
technique for v.ord pattern matching, but it's not practical 
enough exrl'pl for speakcr-dcp<'ndent srnall-\'ocabulary word 
recognition. The Multiple Simi)arity(MS) word pattern 
matching method is extremely powerful, but limited to a 
speaker-independent small vocabulary l ' . Likewise, the multi­
template method is not applicable to a large vocabulary. 
Several word recognition systems based on probabilitistic 
model have been developedl2], but they require a lot of 
rornputation for large vocabulary recognition. On the other 
hand, the phoneme or syllabic based recognition methods, the 
syntactic methods, are absolutely required for both continuous 
speech recognition and practical large vocabulary 
recognition!3;. However, the accuracy of the phonological 
units has been insufficient due to no effectual training 
algorithms. While rule-based speech recognition method is 
being st_udied ~o ~chi~ve full use of s1;1eech knowledgel4l, 
automatic learn mg 1s still a open problem m AI research. · 

In this paper, an approach to achieving a large 
vocabulary word recognition system is first described. Then 
the proposed system is presented concerning acoustical and 
phonetic and lexical representations, continuous pattern 
matching and speaker adaptation. Finally experimental 
results arc shown. 

APPROACH 

In order to attain a practical large vocabulary word 
recognition system or voice-activated word processor, we focus 
on the following points as design concepts: 
al High recognition accuracy 
b Strong and automatic speaker adaptation mechanism 
r Ease of utterance for novice users 
d Hardware realization and LSI implementation. 

Taking these points into account, we have developed 
new connected syllable recognition and speaker adaptation 
methodslSJ. The recognition system-•consi:iting of syllable 
segmentation, vowel recognition and consonant recognition­
employs MS calculation and acoustic labeling on a time­
continuous frame by frame basis. We introduce a promising 
MS based approach because of the reliability and accuracy of 
the MS method in speaker-independent word recognizerslt! 
and character rcaders;6;. Conventional pattern matching 
methods, like DP matching, are so sensitive to pattern 
variation that they cannot be applied to syllable recognition. 
Rule-based phoneme recognition systems are being developed 
to utilize speech-specific knowledge. However, the learning 
mechanism (automatic knowledge acquisition) is still poor to 
date. Hence the pattern recognition oriented approach is 
much more promising than the rule-based one for 
implementing the speaker adaptation mechanism. The 
continuous MS matching is suitable for hardware realization. 
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Also the vowel and consonant pattern vectors are reasonably 
represented by considering their inherent properties. In 
addition, our MS based adaptation method has a huge 
capacity to represent the phoneme pattern variability in 
detail--a large degree of freedom therefore it is robust ai:id 
reliable in regard to pattern vari~tion and distortion. While 
the connected syllable approach is restrictive the continuous 
MS matchin~ and adaptation methods ar~ applicable to 
forther continuous speech recognition research. The 
recognition system d<•mands user's cooperation, that is, cle:ir 
utterance for conn_ectcd . syllable recognition. Our mam 
purpose for developing this system is that novice users can 
input a lot of data more comfortably and efficiently by using 
this recognizer than keyboard. 

Figure I shows a newly developed recognition system. 

Spectrel 'W'ord 
An1ly111 Rtcogn,t 10n 

MS 
R1rerInc1 C.f:11:l(On 

v1ctar1 

l(L 
Tr1t1n1ng 
0010 

boan11an co111c11on 

Fig. I Blockdiagram of Recognition and Adaptation System 

RECOGNITION A~D ADAPTATION ALGORITHMS 

Acoustic Rcpr_!?s!!nlation 

Input signal is converted into a 12-bit digital signal at 
12kHz-sampling frequency. Spectral analysis is done by 3 sets 
of -1-pole digital band-pass filters. These filter outputs are 
squared and smoothed over J6ms. frames, and converted into 
logarithmic ones and then sampled at every Sms. The overall 
energy is simultaneously obtained every 8ms, The 16-channcl 
filter and 8-channel filter outputs are fed into vowel and 
consonant MS calculation, respectively. The 4- channel filter 
outputs are used for acoustic labeling. 

The MS method utilizes the structure of pattern 
variation on pattern space for each category. Therefore 
parametric analysis, like LPC, is not used. Instead, non­
parametric filter bank analysis is used. Modeling in pattern 
space based on the MS method is more reasonable and 
effective than that in speech signal for speech recognition. 

Continuous Multiple Similarity Method 

The MS method has been theoretically derived and 
experimentally proved to be powerful and effective by several 
optical character readers l5J and speaker-independent word 
recognizers! 1 J. The telephone speech recognizer accomplished 
a high pcr(ormance in spite of significant pattern distortion. 
However, it cannot directly apply to phoneme or syllable 
recognition, as phoneme or syllable patterns have much less 
information than word utterance patterns. In order to obtain 
accuracy, real-time processing and adaptation mechanism, we 
propose the continuous MS pattern matching method. This 
method, based on the time-continuous MS calculation every 8 
ms., is suitable for hardware realization. The problem in 
applying the MS method to connected syllable is how to 
represent the vowel and consonant feature vectors as N­
dimensional feature vectors. 

Vowel and Consonant Pattern Vector Representation 

Each Japanese syllable has either one of five vowels or a 
15y)labic nasal. The vowel is more durable and stable than the 
consonant. Therefore vowel recognition is a crucial co'"!lponent 
of all the recognition system. Considering these pomts,( we 
represent the vowel pattern as a 16-dimensional vector one 
frame 16 channel frequency spectrum) for the continuous 
vowel MS calculation. , 

As contrast with the i,·owel the consonant part 1s not 
stable and inherently characteriz~d by time-variant spectral 
patterns. Therefore we represent the consonant pattern 
vector as a multiple-frame time-frequency spectrum, not as a 



onp.frame spectrum. The consonant 64-dimensional vectors, 
gPnerated by 8-channel frequency spectra over 8 frames, have 
128ms. duration and are continuously matched by consonant 
reference vectors every 8ms. 

-Acoustic Labeling 

Although the continuous MS pattern matching might 
work considerably well for both vowel and consonant 
recognition, we also introduce the acoustic labels in order to 
complement the MS values. A similar acoustic labeling was 
effectivet employed in the telephone speech recognition 
system[I . The 4•channel spectrum and overall energy are fed 
into the abeling processing. 

Syllable Boundary Detection 

Loose syllable boundaries(start and endpoints) are 
needed as clues for vowel and consonant recognition, as the 
highly efficient and stable continuous matching is employed. 
These points are determined by not only a time series of 
overall energy, 4-channel spectrum and acoustic label but also 
syllable duration constraints. Syllable recognition accuracy 
depends signiricantly upon the syllable detection performance. 

6yllable(Vowel and Consonant) Recognition 

Vowel region is estimated by both the loose syllable 
boundary information and acoustic label sequences. Then 
vowel recognition is carried out by using a time series of vowel 
similarities and acoustic labels in the estimated vowel region. 
A segmented inr,ut syllable is classified to one of 6 
vowels(/a/ ,/ i/ ,/ u ,/ e/ ,/ o/,/N/). The 15 entries of MS 
reference vectors are prepared for the accurate vowel 
recognition. 

The vowel recognition result focuses the syllable 
candidates on ones that include the recognized vowel. It can 
significantly lighten the computation load and also consonant 
pattern variation based on co-articulation effect. The 
consonant region is determined by the syllable boundary, 
vowel recognition result and acoustic labels. Then consonant 
recognition is realized by using a time series of consonant MS 
values. The simplest recognition way is where the consonant 
category with the maximum MS value within the region is 
regarded to be a recognized consonant(syllable) as a result. 
The second and the third rank candidates with likelihood are 
also obtained by using their MS values for lexical verification 
at next stage. 

Speaker Adaptation 

While the proposed speaker adaptive recognition system 
works without training, recognition accuracy can dramatically 
increase after the sophisticated adaptation '5j. Most traditional 
adaptation methods, based on the multi; iemplate technique 
or some statistical learning method like perceptron or linear 
disc-riminants, are not clear and not structural from lack of 
speech knowledge utilization. In contrast, the MS based 
adaptation and recognition methods positively utilize the 
structure of pattern variability. Namely, the speaker-adapted 
rererence vectors of each category represent a specific 
speaker's essential pattern distribution, to accomplish 
robustness and reliability. An important problem is how to 
extract the training pattern vectors from the whole speech 
pattern. We consistently introduce the continuous MS 
matching not only for recognition but also adaptation. 
Training patterns including a vowel or consonant part are 
approximately extracted in terms or the acoustic labels and 
syllable boundaries. Then the continuous MS calculation is 
done on these patterns. Subsequently, the fixed training 
pattern vectors are extracted from the frames with the 
greatest MS values. Next, the covariance matrices are 
modified by these vectors. Finally the K-L expansion or the 
covariance matrices generates the reference pattern vectors. 
As the learning progresses, the extracting position can change 
to successively precise positions. Thus stable and robust 
reference pattern vectors can be obtained at the adaptation 
stage as the user utilize the recognizer more and more. Both 
enormous capacity and knowledge acquisition mechanism are 
remarkable advantages of the proposed method. 
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Word/Phrase Recognition 

Dealing with only clearly spoken connected syllables, the 
system ignores possibility of the syllable insertion and 
deletion. Thus the lexicon for phrase(word) rec0ttnition is 
~imply represented using syllables. Word or phrase recognition 
1s carried out by lexical verification between the syllable 
candidates with their likelihood and the lexicon. For real-time 
processing, lexical search space reduction is made by using 
three preceding syllable candidates. As the lexical processing 
is quite simple, further research is necessary to improve the 
word recognition performance. 

EXPERIMENTAL RESULTS 

A IO male training data set(SO samples per consonant, 
100 samples per vowel) was collected for 101 Japanese 
syllables for adaptation of each speaker. Another test data set 
including 4,400 phrases(9,230 syllables) was collected for 
evaluation of large-vocabulary recognition at the speed from 3 
to 4 syllables per second. Table l shows the accumulated 
syllable recognition scores for both data sets. The 
accumulated scores, 97.8% and JOO% suggest the stability and 
robustness due to a large capacity of the MS based method. 
More than 99.0% vowel recognition accuracies were obtained 
for the same data. Table 2 gives the phrase recognition score 
for a 17,877 word vocabulary. While simple lexical matching 
is used, the phrase(word) recognition score is considerably 
high because of the high syllable recognition accuracy. The 
results also demonstrate the reliability of the MS based 
continuous matching and arlaptation. 

Tr IUIIIIIQ Dalo Set Test Dalo Set 

(50,500 sylablesl 19.2301,tgl,lesl 

I Best Candulate 989% 91 .4% .. 
I 3 Best Candidate 1000"4 977"4 

Table 1 Syllable Recognition Score 

(ofter lexical verihc11ln1n\ 
us,ng 3-besl-candodole J 

I Phrase Reco9111tion Role 

Test Dalo Sel 

(
9,230 s,Uobtes} 
4.400 pfl,oses 

926% 

Table 2 Phrase Recognition Score ' 

CONCLUSION 

A text input recognition system using connected syllable 
recognition has been developed for novice keyboard users. The 
system employs both continuous matching and speaker­
adaptation based on the MS method. The experimental 
results have shown that the proposed system is accurate 
enough to act as a practical voice-activated word processor or 
large vocabulary data entry system. Since the dominant 
computation of the MS recognition and learning methods is 
multiplication-accumulation, a real-time machine can be 
easily realized by LSI implementation. 
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